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SUMMARY. For studies with treatment noncompliance, analyses have been developed recently

to better estimate treatment efficacy. However, the advantage and cost of measuring compli-

ance data have implications on the study design that have not been as systematically explored.

In order to estimate better treatment efficacy with lower cost, we propose a new class of “com-

pliance sub-sampling” (CSS) designs where, after subjects are assigned treatment, compliance

behavior is measured for only subgroups of subjects. The sizes of the sub-samples are allowed

to relate to the treatment assignment, the assignment probability, the total sample size, the an-

ticipated distributions of outcome and compliance, and the cost parameters of the study. The

CSS design methods relate to prior work (i) on two-phase designs in which a covariate is sub-

sampled, and (ii) on causal inference, because the sub-sampled post-randomization compliance

behavior is not the true covariate of interest. For each CSS design, we develop efficient estima-

tion of treatment efficacy under binary outcome and all-or-none observed compliance. Then,

we derive a minimal cost CSS design that achieves a required precision for estimating treat-

ment efficacy. We compare the properties of the CSS design to those of conventional protocols

in a study of patient choices for medical care at the end of life.

KEY WORDS: Causal inference; Compliance sub-sampling; Double sampling; Noncompli-

ance; Optimal design, Principal stratification.



1. Introduction

In studies with human subjects, treatment noncompliance is inevitable because subjects often

do not take the assigned treatments. In analyzing data from randomized studies with non-

compliance, the most common method has been intention-to-treat (ITT) analysis, that is, com-

parison of subjects’ outcomes based on randomized treatment assignment arm alone. More

recently, there has been growing literature using ideas of potential outcomes (Rubin, 1974,

1977, 1978) to estimate treatment efficacy under partial noncompliance better than ITT analy-

ses when some reasonable assumptions hold (e.g., Sommer and Zeger, 1991; Baker and Lin-

deman, 1994; Imbens and Rubin, 1994; Robins and Greenland, 1994; Angrist, Imbens, and

Rubin, 1996; Goetghebeur and Molenberghs, 1996; Balke and Pearl, 1997; Robins, 1998; Ru-

bin, 1998; Frangakis and Rubin, 1999, Baker, 2000).

The recent methods that use compliance data suggest, in turn, the potential for better de-

signs. Zelen (1979) discussed randomizing patients and then asking for their consent; Jo (1999)

discussed using unbalanced probability of assignment; and Barnard et al. (2001) studied the

role of prospectively recording covariates under noncompliance. However, the role of more

flexible designs that plan specifically for analysis of treatment efficacy has not been explored.

We consider the framework of a simple two-arm randomized study for the comparison of

a standard versus a new treatment. We assume all-or-none compliance behavior, in which

each person takes either the standard or the new treatment, and the investigator can measure

compliance, e.g., by analyzing blood for drug traces, or by interviewing patients. Examples

are studies that randomize the encouragement to get a new screening test (e.g., for cancer) and

where the treatments actually received are the taking or not taking the screen.

Studies with noncompliance are also frequent in health policy, and a recent one was con-

ducted on Advance Directive (AD) forms (Dexter et al., 1998). AD forms are intended to

be completed by patients to allow them to make early decisions about medical treatments at

2



the late stages of life (instructional directives), and designate a representative decision maker

(proxy directives) (e.g., Emanuel et al., 1991). AD are designed to increase patient autonomy

and enjoy support by ethicists, physicians, and patients (e.g., McIntyre, 1992), but, in practice,

very few eligible patients complete AD forms and very few physicians discuss the role of AD

with their patients. A hypothesis has been that if physicians discuss the role of AD to their

patients, this would cause substantially more patients to complete AD (Miles et al., 1996). In

Sec. 5, we illustrate design and associated analyses methods to address this hypothesis using

data from Dexter et al. (1998), where the randomized assignment is reminders encouraging

physicians to discuss AD with their patients; actual treatment is whether or not the physician

discussed AD with their patient; and the outcome is patient completion of AD.

More generally, we address studies where noncompliance to the assigned treatment is an-

ticipated to be a serious problem, in the sense that many noncompliers can be different from

compliers in terms of the outcome. Two observations are central for the further planning of

such a study. First, to estimate efficacy of treatment under partial noncompliance, obtaining

data on compliance behavior is necessary. Second, often there is cost in measuring compliance

behavior for an individual.

We propose to use “compliance sub-sampling” designs where, after subjects are assigned

treatment, compliance behavior is measured for only representative sub-samples of subjects in

each assignment arm. We allow the sizes of the sub-samples to be related to the assignment arm,

the assignment probabilities, the total sample size, the anticipated parameters of the distribution

of outcome and compliance, and the study’s cost parameters. By allowing such relations, we

obtain a class of compliance sub-sampling designs that balance cost and precision to estimate

treatment efficacy.

Designs that sub-sample certain variables date at least to Neyman (1938) and Cochran

(1963) in the survey literature. Sub-sampling has also been discussed in epidemiologic con-
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texts, for example, by Prentice (1989) for case-cohort designs, for classification and measure-

ment error (e.g., Carroll and Wand, 1991; Baker, Connor, and Kessler, 1998, and references

therein), and more recently in the context of missing covariates (e.g., Robins, Rotnitzky, and

Zhao, 1994; Breslow and Chatterjee, 1999; Lawless, Kalbfleisch, and Wild, 1999). Most of the

recent methods have focused on the analysis taking a design as given, not on the planning of

specific sub-sampling designs. To our knowledge, there has been no work on sub-sampling of

compliance data in comparative studies, specifically, on estimation and optimal planning.

In the next section, we formalize our problem in terms of its three components: (i) the

epidemiologic model and definition of treatment efficacy; (ii) the study costs; and (iii) the

proposed design. Section 3 discusses efficient estimation of treatment efficacy given any design

in our class. In Section 4, we consider all compliance sub-sampling designs that achieve a

required precision for estimating treatment efficacy and, among those, we derive a design that

minimizes the study’s cost. Section 5 illustrates comparisons of our design to a previous one

from the AD study introduced earlier. Section 6 provides concluding remarks.

2. Problem

2 � 1 Epidemiologic components.

To compare a new and a standard treatment, we consider a study that can enroll consenting

subjects and assign each to treatment arm ����� or 1, for standard and new treatment respec-

tively. For the epidemiologic components of our problem, we adopt the modern framework of

potential outcomes for noncompliance as introduced by Baker and Lindeman (1994), Imbens

and Rubin (1994), and Angrist et al., (1996).

For subject � , let �	��
 �
� be the outcome when the subject is enrolled and assigned treatment

arm � , for ��������� . Let ����
 �
� be the treatment actually received: 0 for standard and 1 for

new when the subject is assigned treatment � , for ��������� . With respect to potential treatment

received, then, subject � can be classified into one of four categories: a never-taker, denoted
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by ��� � � , that is, a subject who, in the context of this study, would never take the new

treatment whether assigned it or the standard treatment 
�����
 ��� � �!��
 �"� �#�
� ; an always-

taker, denoted by �$� �&% , that is, as subject who would always take the new treatment no

matter where assigned 
�����
 �
�'� �!�(
 �"�)� �*� ; a complier, denoted by �+� � , , that is, a

subject who would comply under either assignment 
����(
 �
�+�-� and �!��
 �"�$�.�*� ; and a defier,

denoted by �$� ��/ , a subject who would take the opposite treatment no matter the assignment
��!��
 �
�0�1� and �!��
 �"�0�2�
� .
The compliance status �$� of a subject is not always directly observed because the receipts�!��
 ��� and �!��
 �"� are not usually both known. We make two standard assumptions (Baker and

Lindeman, 1994, Angrist et al., 1996), which facilitate inference on the compliance groups.

ASSUMPTION 1. (Monotonicity of compliance). There are no defiers.

ASSUMPTION 2. (Exclusion restrictions). If subject � is an always-taker or never-taker then�	�(
 �"�0� �	��
 �
� so that assignment has no effect on outcome.

Assumption 1 is plausible rather generally because it excludes unlikely patterns of com-

pliance behavior. Assumption 2 excludes effects of assignment on outcome for subjects who

get the same treatment regardless of assignment. It is expected to hold when noncompliance

occurs soon after assignment because then, within the defined groups of “always-takers” and

“never-takers”, different assignment results in practically the same degree of actual exposure

to “new” treatment (for always-takers) and “standard” treatment (for never-takers).

The compliance status �$� is a pre-assignment characteristic whose value, by definition,

does not change in this study no matter the treatment assignment. Therefore, comparisons of

outcomes by assignment arm within compliance status groups are causal effects in the sense

of Rubin (1978). One such comparison is the difference between the average outcome among

compliers when assigned new versus standard treatment, 34
��5��
 �*�"6 ��� �7,8�:9 3;
��<��
 ���"6 ��� �7,8� ,
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namely the complier average causal effect (CACE) (Baker and Lindeman, 1994; Imbens and

Rubin, 1994). By Assumption 1, the compliers are the only subgroup within which outcomes

in this study exist (although are not necessarily observed) under receipt of new treatment and

under receipt of standard treatment. Therefore, as in recent applications (e.g., Baker, 2000;

Barnard et al., 2001), we take CACE to be the causal estimand of treatment efficacy, our pri-

mary interest.

In what follows, we assume that �5�(
 �"� and �	�(
 �
� are binary outcomes, and denote the

outcome probabilities conditionally on compliance status, Pr 
=�>�(
 �
�?� ��6 ��� �&�@�A� Pr 
=�	��
 �
��.��6 ��� �1%B� , and Pr 
=�	��
 �
�C�.�D6 ��� �-,8� , by EGF � E<H , and E	I�J K , respectively, where, by Assump-

tion 2, the first two probabilities are not a function of assignment � . Denote the probabilities of

compliance status Pr 
=�$� �L�M� , Pr 
���� �L%B� , and Pr 
=�$� �-,N� , by OPF � OQH , and O:I �R�S9 OQH 9 OPF
respectively, and refer to T�UCV � 
WOPF � OQH � EGF � E<H � E<I�JYX � E<I(J Z � as the canonical parameter.

Our arguments can be easily extended to allow for covariates, but to focus on main argu-

ments, we do not address the case of covariates here. For a related point, see Section 6.

2 � 2 Cost components.

The study has fixed start-up costs and costs per subject (marginal). Fixed start-up costs are

those that, if the study is carried out, remain roughly the same regardless of design and number

of subjects enrolled, and such costs do not play a role for our purpose. For the per subject costs,

it is useful to partition the expenditures in components in reverse order of follow-up as follows.

At the end of the study, a cost per subject is incurred by procedures to measure the outcome;

we denote such a cost by , (out). Also, a cost is incurred by procedures by which a subject’s

compliance behavior is measured. Depending on the study’s context, such procedures can

include, for example, laboratory testing or interviews of subjects by trained personnel. Most

often, compliance behavior can be assessed reliably only if these procedures are performed

during, not after, the study. We denote the per subject cost to measure compliance by , (cpl).
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The remaining cost per subject includes the cost of follow-up and the cost of providing the

assigned treatment. This cost can be different in the two arms. We denote this average per

subject cost by , (arm)Z under standard and by , (arm)X under new treatment assignment.

2 � 3 Compliance sub-sampling design and goal.

To address the tradeoff between the cost incurred versus the information gained in measuring

compliance to estimate treatment efficacy, we consider designs where the investigator measures

compliance behavior in only a sub-sample of subjects. Because compliance is measured after

treatment assignment, sub-sampling can be done separately in the two assignment arms. Such

a “compliance sub-sampling” (CSS) design is demonstrated in Fig. 1. Specifically, the design

first enrolls a total of � subjects. Each subject � is assigned independently to either the new
\[]� ���"� or the standard 
�[^� �L�
� treatment arm with probability Pr 
\[^� �R�*�_�a` (arm)X ; 
 ` (arm)Z ��b9c` (arm)X � . Then, each subject � is either selected ( d@� �e� ) by the investigator for compliance

measurement procedures or not selected ( dM� � � ), where we assume that selection within

assignment arm �f������� is done independently with probabilities ` (cpl)K � Pr 
\d5� �g�D6 []� ���
� .
Outcome is measured on all subjects at the end of the study. [ Figure 1 about here ]

The class of CSS designs contains full compliance sampling (that is, designs that measure

compliance on all subjects, as in Jo, 1999) as a special case. Importantly, CSS provides a richer

choice of designs, where the sub-sampling fractions 
 ` (cpl)Z �h` (cpl)X � , as well as the total sample size� and assignment arm fractions ` (arm)X are under the investigator’s control. In the next section, we

show how each CSS design in our class provides data to estimate the efficacy CACE efficiently

with maximum likelihood estimation (MLE). Finding optimal designs is discussed in Sec. 4.

3. Estimation given design.

The canonical parameter T U of the model of Sec. 2.1, in particular, CACE ( � EiI(JYX 9 E<I�J Z ),
is not directly estimable because the compliance status �C� is missing for some subjects. It is
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useful, thus, to provide links between CACE and the ITT effect of assignment on the outcomes,

ITT V � Pr 
��	��
 �*�j�a�"�>9 Pr 
��<��
 ���0�1�"� . Note that for any pre-assignment covariate k;� we have

the decomposition ITT �Rl7m ITT
mon 
Wp � , where ITT

m
is the ITT effect within the subclass of

subjects with covariate value p , and
n 
Wp � is the proportion of subjects with covariate value equal

to p . Because the compliance status �+� is a pre-assignment covariate (Sec. 2.1) we can apply

the above decomposition to the compliance status, and, under Assumptions 1 and 2, which rule

out ITT effects among always-takers and never-takers, we obtain ITT � CACE q]O^I , giving

CACE � ITT r"O:I (Baker and Lindeman, 1994; Angrist et al., 1996). These arguments indicate

a convenient reparameterization that facilitates finding the MLE.

Let �ts�uwv� � �<��
�[0� � , the observable outcome. In our CSS design, ITT is equal to Pr 
���s�uwv� ���6 []� �x�*�C9 Pr 
=��s�uwv� �x�D6 []� �y�
� . Also, the probability of complier O]I is given by O:I �
Pr 
��zs�uwv� �R�D6 []� ���"�:9 Pr 
=�;s�uwv� ����6 []� �L�
� , where �;s�uwv� � �!��
\[]� � , the observable treatment

receipt. In our design, the receipt � s�uwv� is not always measured either, so we will use some

additional relations. By the law of total probability, we obtain that Pr 
�� s�uwv� �{��6 [0� �{�*�!�l7|~} Z�JYXB� (out)| JYX � (cpl)| JYX , where � (out)| JYX � Pr 
�� s�uwv� �2�o6 []� �1�"� and � (cpl)| J K } X � Pr 
�� s�uwv� �1��6 � s�uwv� �2�i� []� ��"� . Similarly, Pr 
=� s�uwv� �1��6 []� �7�
�^� l |�} Z�JYXB� (out)| J Z � (cpl)| J Z , where � (out)| J Z � Pr 
�� s\uwv� �7�P6 [0� ���
� and� (cpl)| J K } Z � Pr 
=� s�uwv� �-��6 � s�uwv� �7�i� []� ���
� . Then,

CACE � � (out)|�} X(JYX 9 � (out)|�} X(J Zl |~} Z�JYXB� (out)| JYX � (cpl)| JYX 9 l |�} Z�JYXB� (out)| J Z � (cpl)| J Z �
Under the model of Sec. 2.1, the parameter T�V ��� � (out)X(J K � � (cpl)| J K �����~���e������� is in a 1-1 relation

with the parameter T U (see Appendix) because T and T U are different specifications of the joint

distribution of the compliance status and potential outcomes 
=�S� � �<�(
 �
��� , for ���a� or 1, under

the assumptions of Sec. 2.1 and the design. Therefore, the MLE of CACE under the model of

Sec. 2.1 is CACE 
��T � where �T is the MLE of the parameters T .
Let � | K v�� be the number of subjects with observed: assignment arm � ; treatment received
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/ ; outcome � ; and compliance sub-sampling selection status d ��� , where ���y� for selec-

tion and 0 for no selection. For �����D��� and with � indicating summation over the corre-

sponding index, we obtain the MLE �T of T as: �� (out)X(J K V ��� X=K��<�Mr � �GK��<� , �� (cpl)Z�J K V ��� Z(K~X(X�r � Z(K�X�� ,�� (cpl)X(J K V �-� X=K~X(X�r � X=K~X�� , and CACE 
 �T � is the formula for CACE above with T substituted by �T , if

the canonical probability estimates �T U that result from inverting the above estimates using the

expressions in the Appendix are all in [0,1]. If such a component of �T U is not in [0,1], then

its MLE is the corresponding boundary value, and �T is obtained by substituting the corrected�T�U in the relations given in the Appendix. (By Slutzky’s theorem, such a correction gives the

same distributional properties for CACE 
(�T � as those discussed below in large enough samples,

if the true parameters are in (0,1).). Denote � CACE 
=T � r�� � (cpl)| J K V � 
 9��"� K � (out)| J K ITT 
WOQI �~�B� , and� CACE 
=T � r�� � (out)X(J K V � 
 9��"� K � 
 � (cpl)X(J K 9 � (cpl)Z�J K � ITT 9 OQI � 
�O:I ���B� . Then, given fixed design proba-

bilities ` V � 
 ` (arm)X �i` (cpl)Z �>` (cpl)X � , we have:

RESULT 1. Under a CSS design, ����C� CACE 
 �T �:9 CACE 
=T �"�f� �'� �D�h¡ 
=T �h`i�h� ,
in distribution, as ��� ¢ , where ¡ 
�T ��`5�0�&£K } Z�JYX ¤ (arm)K 
�T �` (arm)K � £| J K } Z�JYX ¤ (cpl)| J K 
�T �` (arm)K ` (cpl)K � (3 � 2)

¤
(arm)K 
=T � V �.¥ � CACE 
=T �� � (out)X(J K ¦ � � (out)X(J K 
 �C9 � (out)X(J K �h� ¤ (cpl)| J K 
=T � V �.¥ � CACE 
=T �� � (cpl)| J K ¦ � � (cpl)| J K 
 �C9 � (cpl)| J K �� (out)| J K �

Therefore, using a CSS design, inference for the efficacy CACE, for example confidence inter-

vals, can be based on CACE 
 �T � and the estimate of the variance (3 � 2) obtained by replacing the

unknown parameters with their corresponding sample analogues.

4. Optimal design.

If we wish to estimate CACE with a precision no smaller than, say, � r�§
Z , then a good de-

sign would be the one that minimizes the study’s total cost. Unfortunately, the true precision

of CACE 
 �T � in Result 1 depends on the underlying parameter. Therefore, as is common to most
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study planning, we obtain the optimal design based on anticipated values T of the parameter

(as might be estimated from a pilot study). The resulting design will be nearly optimal if the

true and anticipated parameters are close, but, regardless of the true value of the parameter, the

estimates obtained using the design’s data and the method of Result 1 will be valid.

Based on the cost components of Sec. 2.2, the cost � required to recruit � persons and

follow them up according to protocol ` is�z
 �:��`5�0�¨�ª© 
 `5� where © 
 `5�^��, (out) � £ K ` (arm)K 
 , (arm)K � ` (cpl)K , (cpl) � � (4 � 1)

When we anticipate parameter values T , Result 1 implies that in order to estimate CACE with

precision no smaller than � r�§�Z in a CSS design with total sample size � and probabilities ` , the

optimal design will satisfy §�Z ��¡ 
�T ��`5� r � . Given the required precision, we now show how to

find optimal values of: the sub-sampling fractions ` (cpl)X ��` (cpl)Z ; the assignment probability ` (arm)X ;

and the total sample size � , that minimize the cost �z
 �Q�h`i� in (4 � 1).

By rewriting ����¡ 
�T �h`5� r�§�Z and replacing this expression for � in the cost equation (4 � 1),

as indicated by the method of Lagrange multipliers, the constraint is eliminated and the problem

becomes to minimize, without constraint relation, the function «;
=T �h`i� V �¬¡ 
=T �h`i�G© 
 `i�
over ` . To do the minimization, we have derived a Gauss-Seidel algorithm (available from the

authors) which, for the anticipated parameter values T and under weak regularity conditions,

finds values of ` , say ` s®­h¯ , that minimize the objective function «;
=T �h`i� . Finally, for our re-

quired precision � r�§�Z in estimating CACE with CACE 
(�T � , we obtain the sample size, � s�­�¯ , of

the optimal design under anticipated parameters T by substituting T and the optimized fractions` s®­h¯ in the relation §�Z ��¡ 
�T ��` s�­�¯ � r � s®­h¯ , where ¡ 
�T ��`5� is as in (3 � 2).

The same methods described above can be used to optimize any class of designs that is a

special case of our CSS designs, for example with the restriction (e.g., by ethical reasons), to

have balanced arms 
 ` (arm)X �2� �±° �
� , or with the standard full compliance sampling 
 ` (cpl)K �-� � ���
�
but allowing assignment arms to be unbalanced as in Jo (1999).
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5. Example on Advance Directives.

5 � 1 Research hypothesis and pilot study.

The designs we propose are new for noncompliance and, therefore, have not yet been used. For

this reason, we return to the AD problem and the study of Dexter et al. (1998) introduced in

Sec. 1. Here, our goal is to use that study’s results as pilot in order to design a better study

to estimate the causal effect that the physician discussion of AD with their patients has on the

fraction of patients who complete AD forms. The problem of assessing structural assumptions

is studied by Frangakis, Rubin, and Zhou (1998).

The study randomly divided eligible physicians into four groups: one group received re-

minders, by means of computer messages, to discuss instructional AD with their patients; an-

other group received reminders to discuss proxy AD; a third group received reminders to dis-

cuss both proxy and instructional AD; the fourth group received no reminders. Here, the subset

of the data we have is from the control group (receiving no reminders) and the group receiv-

ing both reminders (Table 1). Simple estimates from these data show that only 3% of patients

completed AD forms when their physicians were not reminded versus a 14% completion rate

among patients whose doctor was reminded, giving an estimate of 11% for the ITT effect of

reminder on completion of AD. However, these estimates do not address the causal effect that

physicians’ discussion has on patient AD completion.

To estimate the effect of AD discussion on AD completion, we place the study in the per-

spective of Sec. 2, where: the assignment [^� indicates whether or not patient � ’s physician

received reminder to discuss AD forms with the patient; �z�(
 �
� indicates whether or not patient� would receive any discussion if that patient’s physician were assigned to arm � , where ���²�
for reminder and �)�³� for no reminder; and �i��
 �
� indicates whether or not patient � would

complete any AD forms if that patient’s physician were assigned arm � . Then, the effect CACE

is the causal effect that reminding a physician to discuss AD has on patient completion of AD
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but only for discussion-complier patients, that is, patients whose physician: (i) would not dis-

cuss AD with the patient when not reminded in this study, and (ii) would discuss AD with the

patient when reminded.

In this setting, Assumption 1 is reasonable because a physician who would discuss AD

even when not reminded would invariably also discuss AD when reminded. Assumption 2

means that the computer reminder to discuss AD has no effect on the AD completion for either

(i) always-discussants, that is, patients whose doctor would discuss AD with them whether

reminded or not, or (ii) never-discussants, that is, patients whose doctor would not discuss

AD with them whether reminded or not. These conditions are reasonable, so we also make

Assumption 2 throughout. [ Table 1 about here ]

Table 1 provides summaries of the study’s data relevant to the parameter T discussed in

Sec. 3. Under Assumptions 1 and 2, and using the relations given in the Appendix be-

tween T and T U of the epidemiologic model (Sec. 2.1), we obtain the following estimates:�OQH �{� � � ° � �OPF �{� �±´�µ � �OQI ��� �±¶ ��� �E<H ��� �±·�¸ � �EGF �{� � � ¶ � �E<I�J K } Z ��� � ��� , �E<I�J K } X �¹� �ºµ
» ,
and ¼CACE 
 � �E<I�J K } X 9 �E<I�J K } Z ����� �ºµ
» . Therefore, there are approximately 21% discussion-

compliers, and the efficacy CACE is approximately 48%, which is substantially higher than the

11% ITT estimate. However, the present study had not been designed to estimate CACE, and

aspects specific to treatment efficacy estimation had not been used. For example, one drawback

of the design in Dexter et al. (1998) was the use of cluster randomization: when a physician was

reminded, the reminder was to discuss AD to all their patients (indiscriminately); this clustered

assignment could have been avoided (see next section). Also, importantly, the study did not

consider possible CSS designs. Due to these and related complications discussed in Frangakis,

Rubin, and Zhou (1998), we regard the current estimates as only pilot information which we

use to design a new study to estimate CACE well with controlled cost. Next, we describe this

projected new study, where we compare CSS to full compliance sampling designs.
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5 � 2 Projected study comparisons.

Epidemiologic component.

Based on the pilot estimates reported above, we consider 9 conditions for the true canonical

parameters of the projected study. For simplicity, across conditions we fix at the pilot estimates

the baseline probabilities E<F �y� � � ¶ , E<H �y� �±·�¸ , and the probability of always-discussants,OQH ��� � � ° ; we set E<I(J K } Z to 0.01, instead of the pilot estimate value 0.00, in order to allow

for the non-degenerate case of small but positive true probability of AD completion in the

control arm. We vary the other parameters around their pilot estimates: we set the proportion of

discussion compliers to O:I �7� � ��� , � �±¶ � or � �±¸ � (giving OQF ��� �½»�µ , � �¾´�µ , or � �±·�µ respectively);

we set CACE to � �½¸�» , � �½µ
» , or � �¾°�» (giving E	I�JYX �2� �±¸�¿ , � �ºµ
¿ , or � �±°�¿ respectively ).

Cost component.

Specific cost information for the study of Dexter et al. (1998) was not available, but, be-

cause only relative costs are needed, we used plausible estimates based on the description of

the pilot study. In the pilot study, a patient was recorded as having completed an AD form

when the form was received by the hospital administration. Therefore, the cost of measuring

the outcome for each patient was the time taken by the staff assistant to retrieve and record the

data for each patient, a relatively fast task. Measuring compliance however, that is, finding out

whether a patient “received” a discussion on AD by the physician, required individual patient

confidential interview (Dexter et al., 1998). We therefore estimated that the cost , (cpl) in such

a study should be at least four times , (out), so we set , (out) ������, (cpl) � µ . We estimated the per

subject cost of assigning arm, , (arm), as practically 0 because assignment to reminder (or not)

of physicians was done by a computer program, the development and operation of which is a

fixed start-up cost.

Design component and results.

For the projected study, we consider the class of CSS designs of Sec. 2.3, adapted to the

13



setting of the reminder study of Dexter et al. (1998) for two assignment arms – reminders or no

reminders. In order for our causal model and notation �z�(
 �
� to be sufficient for this setting, we

need to assume that a physician’s decision to discuss or not AD with a given patient � is a func-

tion of whether or not that physician receives reminders about patient � but not about a different

patient (no interference, Rubin, 1978). This assumption is plausible when, as in the original

study, the “reminder” comprises repeated messages of encouragement for AD discussion for

that patient, in which case a physician’s non/discussion of AD with that patient when reminded

is less due to memory and more due to that physician’s conscious decision, based on the re-

ceived encouragement, to discuss (or not) AD with that patient. To further increase precision

for estimating CACE, we assume that the projected study avoids the clustered randomization

of Dexter et al. (1998) by randomizing the patients, instead of the physicians, to two groups.

For the patients in the first group, their physician would receive reminders to discuss AD to

these patients, whereas no action would be taken regarding the patients in the second group.

Under these conditions, the above randomized assignment is ignorable (Rubin, 1978) without

conditioning on the physician indicators (even if different physicians have different degrees of

preference in discussing AD) and the estimates and variance calculation of Sec. 3 can be used

on data of the projected study without adjustments for clustering. If, however, one wishes to

project the new study to use, as the original one did, randomization of patients at the cluster

(physician) level instead of the patient level, then it would be necessary, with or without inter-

ference between units, to inflate the variance formulas of Sec. 3 to account for the correlation,

using, for example, sampling-based (e.g., jackknife) or more model-based (Frangakis, Rubin,

and Zhou, 1998) approaches.

For each of the 9 conditions for the epidemiologic parameters (the rows of Table 2), we

used the methods of Sec. 4 to find the CSS design that would require the lowest cost in or-

der to estimate CACE with a fixed precision, say § � XZ . The actual value §�Z does not matter

14



for the relative comparisons in Table 2. Optimal sub-sampling fractions and cost of this de-

sign are given in columns 9-12 of Table 2. For the same precision in estimating CACE, we

also calculated: (i) the minimum-cost CSS design among those with balanced assignment arms

( ` (arm)X ��� �¾° � ) (columns 5-7); (ii) the minimum-cost design among those that measure com-

pliance on all subjects (full sampling design: ( ` (cpl)Z �À` (cpl)X �y� � ����Áh` (arm)X free), columns 3-4);

and (iii) the minimum-cost design among designs with full compliance sampling and balanced

arms ( ` (cpl)Z ��` (cpl)X �{� � ����Áh` (arm)X �À� �±° � ) (column 2). Sample size is free to be optimized in

all designs. To reflect relative costs, all cost figures in Table 2 are in % of the cost of the op-

timal CSS design in column 12 when the epidemiologic parameters are equal to the estimates

from the pilot study (CACE=48%, O]I � ¶ �"Â ). Columns 8 and 13 are the cost of the optimal

full sampling design (column 4) divided, respectively, by the costs of the two CSS designs

(columns 7 and 12). [ Table 2 about here ]

The results of Table 2 can be summarized in three main points. First, although the assign-

ment probabilities between the optimal CSS and optimal full-sampling designs (columns 9 and

3 respectively) do not differ much, all the optimal CSS probabilities ` (cpl)X and ` (cpl)Z here are less

than ° �
Â . As a result, the optimal total sample size � s�­�¯ for the CSS designs, obtained by� s�­�¯ �Ã¡ 
=T �h` s�­�¯ � r §�Z (Sec. 4), is larger (approximately 60%) than that in the full compliance

sampling designs. Thus, by optimality construction for a required precision, the extra cost of

additional initial recruitment here is substantially more than offset by not measuring compli-

ance on more than half of the subjects using CSS. Second, although there are conditions where

the gain in total cost of the CSS design can be modest (e.g., column 13=120%), there are also

conditions where this design gives substantial gains over the full sampling design (e.g., column

13=134%, 156%) . Third, the efficiency of the CSS design with restricted balanced assignment

arms in these cases is close to that of the optimal unrestricted CSS design.
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5 � 3 Sensitivity to parameter values.

We investigated sensitivity by considering situations where the true parameter value, say T�Z ,
differs from the anticipated value, say T"H , used in calculating the designs. To do this, we fixed

the anticipated parameter value T"H to the pilot AD estimates (i.e., condition of Table 2 with

CACE = 48% and Pr 
 compliers � =21%), and we varied the true value T Z as in the 9 conditions

of Table 2. The new setting is depicted in Table 3.

The designs of Table 3 are the designs of Table 2 for the condition CACE=48% and

Pr 
 compliers � =21%, and are all calculated to have a common precision § � X for estimating

CACE. Now, however, the true precision differs across designs because the anticipated pa-

rameter T*H generally differs from the true value T"Z . Therefore, a better measure to compare

across designs in Table 3 is the cost per unit of precision, which, by Result 1 and (4 � 1), is�;
 �:�h`i� r �"� r ¡ 
�T�Z �h`i�h��� «z
�T�Z ��`5� of Sec. 4. For each value of the true parameter T Z and for

each design, Table 3 reports the cost per precision «z
�T Z �h`i� divided by the cost per precision of

the CSS design with all probabilities ` free and when the true parameter values are CACE=48%

and Pr 
 compliers � =21%. [ Table 3 about here ]

The results of Table 3 are similar to those of Table 2 (the 2nd columns of the tables, as

expected, are identical). Therefore, if the true parameter differs from the anticipated parameter

under which the designs are calculated, then the CSS design here is still better than the full

compliance sampling design, although the gain is mostly a function of the true parameter value

and to a smaller degree a function of the anticipated value.

6. Remarks.

The proposed design is applicable in studies where noncompliance is anticipated, Assumptions

1 and 2 approximately hold, and there is a cost to measuring compliance data. The implications

of Assumptions 1 and 2 should be considered for each study. For example, as noted by a

reviewer, in studies where subjects in the “standard arm” have no access to the new, e.g.,
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experimental, treatment, there will be neither defiers nor always-takers, by design.

We presented our CSS design for a dichotomized compliance measure and outcome. Using

a full compliance sampling design, Frangakis and Rubin (1999, Sec. 5) and Baker (2000), and

Baker and Lindeman (2001, Sec. 7) have presented analyses methods for survival and contin-

uous censored outcomes, and multilevel compliance, respectively, so it would be interesting to

combine such analyses with our CSS design methods, in analogous ways to those presented in

this paper. In a related issue mentioned by a reviewer, the goal of high precision can be on a

combination of estimands, e.g. of CACE with ITT. Such goals would indicate a new objective

function (or constraint), and thus a new optimal CSS design.

With noncompliance, covariates are useful in the analysis, because they can increase pre-

cision in predicting the partially unobserved compliance groups, especially when assumptions

such as the exclusion restriction are relaxed (e.g., Frangakis et al., 1998, Sec. 3.2). Using

covariates at the design stage also requires anticipated values of the parameters for the inter-

actions of such covariates with the compliance status, outcomes, and assignment. When such

knowledge is available, we recommend incorporating the covariates in the CSS design, to even

better balance the gains in precision with potential costs of measurement.

The approach we used to adjust for noncompliance is a special case of “principal stratifica-

tion” (Frangakis and Rubin, 2000) to adjust for general post-treatment variables (e.g., putative

surrogate endpoints), where treatments are compared within strata of the potential, not just the

observed, values of the post-treatment variables. It would, therefore, be useful to apply our

design methods in studies with other post-treatment variables. Finally, there are often also in-

complete outcomes due to dropout, with considerable cost in finding (double sampling) dropout

subjects to measure it. Baker, Wax, and Paterson (1993) and Frangakis and Rubin (2001) have

proposed methods for double sampling “time-to-event” outcomes, which would be useful to

combine with CSS designs.
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APPENDIX A: RELATION BETWEEN PARAMETERIZATIONS OF SEC. 2 AND SEC. 3.1.

We relate the parameters of Sec. 3.1 to the canonical parameters of Sec. 2. For the probabilities

of observable outcome, we have Pr 
=� s�uwv� �y��6 []� ��� 3 � Pr 
=� s�uwv� ����6 [0� � ��� �*6 []� � , so � (out)X(J Z �
20



OQHAE<H]��OPF�EGFC�ÄOQI�E<I�J Z and � (out)X(JYX � OQHNE<H]��OPF EGFC�ÄOQI(E<I�JYX . For the conditional probabilities

of observable treatment receipt, we have Pr 
=� s�uwv� �-��6 � s�uwv� �2�5� []� �j� 3 � Pr 
=� s�uwv� �-��6 � s�uwv� ��5� [0� � ��� �"6 � s�uwv �7�i� []� � . Therefore,

� (cpl)| JYX � OQH�
=E<H � | 
 �C9 E<H � X � | �ÅOQIh
=E<I�JYX � | 
 �C9 E<I�JYX � X � |
 � (out)X(JYX � | 
 �S9 � (out)X(JYX ��X � | � � (cpl)| J Z � O:H�
=E<H � | 
 �+9 E<H � X � |
 � (out)X(J Z � | 
 �C9 � (out)X(J Z ��X � | �
for ���R����� . The canonical parameters as functions of the reparameterization in Sec. 3.1 are

obtained, by inversion, as O:F �-�i9 l |�} Z�JYXB� (out)| JYX � (cpl)| JYX ; OQH � l |�} Z�JYXD� (out)| J Z � (cpl)| J Z ; OQI �1�i9 OQF 9OQH ; EGF � 
 �^9 � (cpl)X(JYX � � (out)X(JYX O � XF ; E<H � � (cpl)X(J Z � (out)X(J Z O � XH ; E<I�JYX �a� � (out)X(JYX � (cpl)X(JYX 9 � (cpl)X(J Z � (out)X(J Z � O � XI ; andE<I�J Z �a� 
 �C9 � (out)X(J Z � � (cpl)X(J Z 9 � (out)X(JYX 
 �C9 � (cpl)X(JYX �h� O � XI .
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Figure 1. Compliance sub-sampling design. Solid boxes represent observed information;

dashed boxes represent unobserved information.
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Table 1: Patient characteristics in our sample from the study of Advance Directives. Estimates

are based on sampling-theory ratio estimation for cluster sampling (Cochran, 1963, p. 30). (To

generalize to the larger population of comparable patients, the finite population correction is

set here to 1.)

Control Reminder Difference between

assignment assignment assignments

Doctors (no.) ¶�· ¶�°
Patients (no.) � °�» � ´�°
Completed AD, % ¸��±¶ 
 � �±¸ � � µD�±¸ 
 µG�½µ � ��� � � 
 µG�±· � Æ ¶D�ºµ�Ç
Had discussed AD, %

among completers �*��� � �x9�9 ¿�¶B� � 
 µG�±´ �
among non-completers ¶D� � 
 � � �
� � µ��±´ 
 ¸��ºµ �
among all °D� � 
 � �±´ � ¶�°B�±´ 
 °D�±° � ¶ � �½· 
 °D�½» � Æ ¸��¾´"Ç

Estimates are percents (se). Numbers in brackets are ratios of estimated percents

over their standard errors.
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