October 1, 2006

Biostat 656: Lab 1

Purpose:

1) Learn to use WinBUGS and STATA for Multi-level modeling
2) Compare results from WinBUGS and STATA 

Some Background

WinBUGS fits standard (fixed effects) and multilevel models using a Bayesian approach.  STATA fits fixed effects and limited multilevel models using maximum likelihood or generalized least squares.  Under certain specifications, results using both packages will be very similar.  We will explore this phenomenon throughout the lab sessions and homework exercises for the models that STATA can accommodate.

WinBUGS

If you haven’t looked at the document on “how to download WinBUGS” from the course website (under the ‘software’ link), do so ASAP!

Example (from Lawrence Joseph’s website at McGill): http://www.medicine.mcgill.ca/epidemiology/Joseph/651_bugs_ex.html

Consider a sample of continuous data, n=20.  These data come from a normally distributed population with (=1 (standard deviation  known).  Our goal is to estimate µ, the mean.

WinBUGS performs Bayesian analysis, but we will be using it to do “traditional” analysis.  That is, we need a prior distribution for µ.  This prior will be combined with the distribution of the data to produce a posterior distribution for µ. The mean of this posterior distribution is our estimate for µ.

Note to students: We are using BUGS to conduct “traditional” analysis with the added advantage that BUGS automatically inserts all of the uncertainty in the system.  Therefore, generally, we will be running BUGS with “uninformative,” or “vague” or “flat” priors.

Let’s say that we a priori believe that µ is normally distributed with mean 0.  However, we’re uncertain about this prior belief so we attach a variance of 10000 to it. This is known as a flat prior.

Note to students: Though a prior variance of 10000 may seem big (and will be for most problems), you have to be careful about the units of the application.  For example, if we use a prior with mean 0 and variance 10000 (standard deviation 100) and the true mean is 3000, it will be 30 prior standard deviations from 0 and the prior won’t really be “uninformative.”  Therefore, in selecting a “large” variance, you need to pay attention to the location and scale of the data.  This warning also applies to selecting a prior for a variance.
Let’s call our data x1, …, x​20.
So we have

xi  ~ Normal(µ, 1) 

µ  ~ Normal(0, 10000)

The following program will implement our specifications and give us the posterior mean of µ: 

model

{ 

    for (i in 1:n) 

      { 

         x[i]   ~   dnorm(mu,tau); 

       } 

         mu     ~   dnorm(0,0.0001); 

         tau    <- 1; 

         sigma  <-  1/sqrt(tau); 

         xbar   <-   mean(x[]); 

} 

# Data

list(x=c(-1.10635822,  0.56352639, -1.62101846,  0.06205707,  0.50183464, 

          0.45905694, -1.00045360, -0.58795638,  1.01602187, -0.26987089, 

          0.18354493 , 1.64605637, -0.96384666,  0.53842310, -1.11685831, 

          0.75908479 , 1.10442473 , -1.71124673, -0.42677894 , 0.68031412),

     n=20)

#initial values

list(mu=0)

#tau is the precision of x; sigma is the standard deviation.  In this case, the #standard deviation is 1.

This syntax looks pretty difficult, you may be saying.  Don’t worry.  You will not be required to program WinBUGS from scratch.  You will be provided general scripts for the class.  As always, if you have any questions, do not hesitate to ask.

Running the program in WinBUGS

Step 1: Open WinBUGS

Step 2: Close the license agreement; go to ‘File’ and choose ‘New’ 

Step 3: Copy and paste the program into WinBUGS

Step 4: Highlight the word ‘model’ in the program, click the Model menu, and choose ‘Specification’. Click ‘check model’ on the dialog box. Look at the bottom left-hand corner for ‘model is syntactically correct.’

Step 5: Highlight the word ‘list’ in the program that precedes the data and click ‘load data’ in the dialog box. Look in the bottom left-hand corner for ‘data loaded.’

Step 6: Click ‘compile’ in the dialog box. Look for ‘model compiled’ in the bottom left-hand corner.

Step 7:  Highlight the word ‘list’ in the program that precedes the initial values and click ‘load inits’ in the dialog box. Look in the bottom left-hand corner for ‘initial values loaded; model initialized.’

Step 8: Click ‘Inference’ in the menu, and choose ‘Samples.’

Step 9: Type ‘mu’ in the dialog box next to ‘node’. Click ‘set’.

Step 10: Click ‘Model’ in the menu and choose ‘update’.  Type a large number (ie, 11000) for number of updates.  Click ‘update’ in the dialog box.

Step 11:  Go back to the ‘Sample Monitor Tool’ to check out the output.

 -make sure ‘mu’ is showing as the node. Click sample stats:

(I chose to use updates starting from 1001; the first 1000 are ‘burn in’).

node
       mean           sd            MC error
   2.5%
    median          97.5%
start
sample

 mu
-0.06433
0.2234
0.002287
-0.506
-0.06356
0.3763
1001
10000

Our final estimate (se) for µ is –0.06433(0.2234).

The final estimate is actually a weighted average of the sample mean and the prior mean, with the weights being the reciprocals of the variance of the data (assumed to be 1) and the prior variance of the mean, µ. The reciprocal of the prior variance is very small (0.0001), which means that the data are weighted much more heavily than the prior. In other words, the data ‘swamp’ the prior.

Here’s a histogram of the posterior density of µ, with a normal curve overlay:  Look how well they match up!
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PS-if you found these steps confusing, get a bowl of popcorn and watch WinBUGS-the movie! at:

 http://www.statslab.cam.ac.uk/~krice/winbugsthemovie.html

Now let’s see what happens when we analyze the data in STATA…

STATA
We only have one variable, so there are many simple ways to get STATA to calculate it’s mean and SE.  

. use "C:\Documents and Settings\amanicha\Desktop\656\lab1.dta", clear

Now that our data are read into STATA, we can calculate statistics.  

We get the fitted mean, and its standard error by performing a fixed effects regression of x with no covariates.
. regress x

      Source |       SS       df       MS              Number of obs =      20

-------------+------------------------------           F(  0,    19) =    0.00

       Model |           0     0           .           Prob > F      =       .

    Residual |  17.5829931    19  .925420692           R-squared     =  0.0000

-------------+------------------------------           Adj R-squared =  0.0000

       Total |  17.5829931    19  .925420692           Root MSE      =  .96199

------------------------------------------------------------------------------

           x |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]

-------------+----------------------------------------------------------------

       _cons |  -.0645022    .215107    -0.30   0.768    -.5147263     .385722

------------------------------------------------------------------------------

Basically, we fit a regression model with no covariates. The intercept of this model is our estimate for µ, the overall mean of x. The intercept is just the sample mean of x.
Let's compare the results with WinBUGS to those with STATA
	Program
	 Estimate of µ 
	SE

	WinBUGS
	-0.06433
	0.2234

	STATA
	-0.06450
	0.2151


These results are very similar!

Moral: Although WinBUGS uses Bayesian methods and STATA uses standard (frequentist) methods, they can produce very similar results.

On your own:  See what happens when you change the prior specifications for WinBUGS (ie, change the prior mean and the prior variance of µ and compare to the original results). 

