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Summary. This paper provides a new method and algorithm for making inferences about the parameters of a two-level multivariate normal hierarchical model. One has observed $J$ $p$-dimensional vector outcomes, distributed at level 1 as multivariate normal with unknown mean vectors and with known covariance matrices. At level 2, the unknown mean vectors also have normal distributions, with common unknown covariance matrix $A$ and with means depending on known covariates and on unknown regression coefficients. The algorithm samples independently from the marginal posterior distribution of $A$ by using rejection procedures. Functions such as posterior means and covariances of the level 1 mean vectors and of the level 2 regression coefficient are estimated by averaging over posterior values calculated conditionally on each value of $A$ drawn. This estimation accounts for the uncertainty in $A$, unlike standard restricted maximum likelihood empirical Bayes procedures. It is based on independent draws from the exact posterior distributions, unlike Gibbs sampling. The procedure is demonstrated for profiling hospitals based on patients’ responses concerning $p = 2$ types of problems (non-surgical and surgical). The frequency operating characteristics of the rule corresponding to a particular vague multivariate prior distribution are shown via simulation to achieve their nominal values in that setting.
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1. Introduction and summarizing remarks

We make inferences simultaneously from data about $J$ independent problems, each involving a $p$-dimensional parameter vector $\theta_j$, $j = 1, \ldots, J$. Level 1 in each problem provides an unbiased estimate $Y_j$ for $\theta_j$, having a multivariate normal distribution with mean vector $\theta_j$ and known $p \times p$ covariance matrix $V_j$. Thus the level 1 model is

\[ Y_j \mid \theta_j \overset{\text{indep}}{\sim} N_p(\theta_j, V_j), \quad j = 1, \ldots, J. \]  

In the application in Section 4, $\theta_j$ is the vector of true problem rates for $p = 2$ different types of service problems in hospital $j$ and $Y_j$ is the average of observed rates for a sample of patients from that hospital. Alternatively, $\theta_j$ might be the regression coefficient vector for predicting students’ test scores for $p$ observable student covariates in school $j$, with $Y_j$ the
least squares estimate from scores for a sample of students in that school (e.g. Bryk and Raudenbush (1992)). For other applications \( \mathbf{Y}_j \) may be a more complicated vector function of within-group observations, unbiased for \( \mathbf{\theta}_j \). The within-group covariance matrix \( \mathbf{V}_j \) often would not be known exactly, typically being estimated from within-group data. Because there are many examples having abundant within-group observations, for which errors in estimating these covariances are not serious, we assume for simplicity that the \( \mathbf{V}_j \) are known.

Level 2 of the hierarchical model connects the \( J \) conditionally independent inference problems. The \( p \)-vectors \( \mathbf{\theta}_1, \ldots, \mathbf{\theta}_J \) for the \( J \) problems follow conjugate multivariate normal distributions with means depending on \( q \) known level 2 covariates (including any constant term):

\[
\mathbf{\theta}_j \overset{\text{indep}}{\sim} N_p(\mathbf{W}_j \gamma, \mathbf{A}), \quad j = 1, \ldots, J. \tag{2}
\]

In expression (2) the known \( r \times p \) (\( r \equiv pq \)) matrix \( \mathbf{W}_j \) is block diagonal with a \( q \)-dimensional covariate vector \( \mathbf{w}_j \) repeated along the diagonal, i.e. \( \mathbf{W}_j = \mathbf{I}_{pq \times p} \otimes \mathbf{w}_j \) in Kronecker product notation. The (unknown) hyperparameter \( \gamma \) has length \( r \equiv pq \), \( q < J \), and \( \mathbf{A} \) is the common (unknown) \( p \times p \) covariance matrix for each \( \mathbf{\theta}_j \).

Early developments of this multivariate (\( p \geq 2 \)) two-level normal model include those of Lindley and Smith (1972) and Efron and Morris (1972) who investigated the operating characteristics. Hierarchical (or multilevel) models constitute a large literature that includes other perspectives from which to view these same models. Much of that work is summarized in Goldstein (1995) and Bryk and Raudenbush (1992), who take the multilevel and/or hierarchical modelling perspective, Carlin and Louis (1996), who take the empirical Bayes perspective, Longford (1993) for random-coefficient or random-effects models, and West and Harrison (1997), from the Bayesian perspective.

Faster computing now makes fitting such hierarchical models feasible, and these models are being used increasingly in ever more general forms for applications. Commercial software for fitting these models includes HLM (Bryk et al., 1996) and MLwiN (Hox (1998) or see http://www.ioe.ac.uk/multilevel/). Available freeware includes the BUGS program (Gilks et al., 1996) and other software reviewed in Normand (1995).

Meng and van Dyk (1998) have developed fast EM-type algorithms for computing maximum likelihood and restricted maximum likelihood (REML) estimates for a multivariate normal model similar to that of this paper. However, if the number of observations \( J \) is not large, a more fully Bayesian approach is usually necessary for good frequency operating characteristics, as demonstrated in Section 5, with \( J \) as large as 27. Prior distributions for the unknown hyperparameters complete our Bayesian model specification. We choose the distribution for \( \gamma \) to be flat on \( \mathbb{R}^r \), with both vague distributions and proper distributions for \( \mathbf{A} \) introduced in Section 2. We believe that some of these choices of distributions provide good repeated sampling operating characteristics.

The unknown parameters are the \( pq + Jp + p(p+1)/2 \) elements of \( \gamma, (\mathbf{\theta}_1, \ldots, \mathbf{\theta}_J) \) and \( \mathbf{A} \). The special structure of the model defined by expressions (1) and (2) is exploited here to obtain independent samples from the exact distributions of \( \mathbf{A}, \mathbf{\theta} \) and \( \gamma \), given \( \mathbf{Y} \), in contrast with Gibbs sampling procedures that obtain dependent samples from distributions that converge to the exact posterior distributions (Gelfand and Smith, 1990).

Section 2 shows that the posterior density of \( \mathbf{B}_0 = \mathbf{V}_0^{-1/2}(\mathbf{V}_0^{-1} + \mathbf{A})^{-1} \mathbf{V}_0^{-1/2} \), a bounded transformation of \( \mathbf{A} \), is exactly that of a constrained Wishart distribution in the special case of expressions (1) and (2) with all level 1 covariance matrices \( \mathbf{V}_j \) equal to a common matrix \( \mathbf{V}_0 \). Section 3 shows further that, even when the \( \mathbf{V}_j \) are unequal, a constrained Wishart density
envelops the posterior density of $B_0$ given $Y = (Y_1', \ldots, Y_j')'$, for an arbitrary choice of $V_0$. This envelope density enables a rejection sampling procedure that accepts 100% of the time in the equal covariance case, and nearly 100% of the time when the $V_j$ are nearly equal. Even in the $p = 2$ example of Section 4, where the $V_j$ vary by a factor of more than 8, the acceptance rate is 89%.

The method of Section 3 provides an independent sample $\{A_1, \ldots, A_N\}$ from the distribution of $A$ given $Y$. These drawn values then provide independent samples from the joint distribution of $(\theta_1, \ldots, \theta_j, \gamma)$ given $Y$ by sampling first from the conditional distribution of $\gamma$ given $(Y, A_k)$ and then from the distribution of $(\theta_1, \ldots, \theta_j)$ given $(Y, \gamma, A_k)$ for each value $A_k, k = 1, \ldots, N$. The conditional distributions are displayed in expressions (14) and (15) of Appendix A.1. Both are normal distributions with known parameters when a uniform or multivariate normal prior distribution is specified for the level 2 regression coefficient $\gamma$ (e.g. Bryk and Raudenbush (1992)). If functions of $A$, such as the posterior means and covariances of the $\theta_j$ and of $\gamma$, are to be estimated, importance sampling can be used instead of rejection sampling to make use of every sampled constrained Wishart matrix.

Section 4 demonstrates the algorithm for the bivariate ($p = 2$) hospital profiling application described above, showing how closely the constrained Wishart density approximates the target posterior density in this unequal covariance case. Posterior variances for the $\theta_j$ are compared with those computed by the widely used REML procedure. The REML procedure, although faster than simulation methods, reports optimistically small standard errors that result in underestimation of interval estimates.

Section 5 reports frequentist coverage rates from two simulations based on the example in Section 4 where intervals with 90% coverage for the elements of the $\theta_j$ are sought. The nominal 90% REML intervals have actual coverage rates of 87% and 81% for the $p = 2$ components of the $\theta_j$-vectors in the example. Our independent sampling procedure (using a uniform prior distribution for $A$) has actual coverage rates of 90% for both components. In a second example, the actual coverage rates are 86% and 81% for REML and 90% and 92% for the independent sampling procedure.

2. Equal covariance case and the constrained Wishart distribution

For the special case of model (1)–(2) having all level 1 covariance matrices $V_j = V_0$, the equal covariance case of Efron and Morris (1972), we can sample easily from the posterior distribution of $A$ given $Y$. Define the variable

\[ B_0 = V_0^{1/2} (V_0 + A)^{-1} V_0^{1/2}, \]

$V_0^{1/2}$ being the symmetric matrix square root of $V_0$. Because $A$ is non-negative definite, $B_0$ has all eigenvalues in $(0, 1]$, i.e. $0 < B_0 \preceq I$.

The equal covariance marginal likelihood function for $B_0$, derived in Appendix A.2, is

\[ L_0(B_0) \propto |B_0|^{\sum_j -0.5} \text{etr}(-B_0 S / 2), \quad 0 < B_0 \preceq I, \]  

(3)

where

\[ S = V_0^{-1/2} \left\{ \sum_j (Y_j - W_j \hat{\gamma})(Y_j - W_j \hat{\gamma})' \right\} V_0^{-1/2}, \]

(4)

and

\[ \hat{\gamma} = (\sum W_j W_j')^{-1} \sum W_j Y_j. \]

(5)
Here \( \text{etr} \) is defined as \( \text{etr}(X) \equiv \exp\{\text{tr}(X)\} \). Likelihood (3) has the form of a constrained Wishart density, defined as follows.

**Definition 1.** A symmetric \( p \times p \) random matrix \( X \) has a ‘constrained Wishart distribution’, written \( X \sim \text{CWish}_p(\nu, \Sigma; Q) \), of dimension \( p \), degrees of freedom \( \nu > 0 \), symmetric \( p \times p \) scale matrix \( \Sigma \) and diagonal constraint matrix \( Q \), if the density function \( f(X) \) satisfies

\[
f(X) \propto |X|^{(\nu-p-1)/2} \text{etr}(-X \Sigma^{-1}/2), \quad 0 < X \leq Q.
\]

Here \( 0 < X \leq Q \) means \( X > 0 \) and \( Q - X \geq 0 \). Note that \( \lambda_{\text{min}} = \infty \) gives the usual (unconstrained) Wishart distribution, \( \lambda_{\text{min}} \) being the minimum eigenvalue of \( Q \).

The conjugate prior distributions for likelihood (3) take the form

\[
p(B_0) \propto |B_0|^{(\nu_{\ast}-p-1)/2} \text{etr}(-B_0 S_{\ast}/2) \text{det}B_0, \quad 0 < B_0 \leq I.
\]

These are proper constrained Wishart densities, \( B_0 \sim \text{CWish}(\nu_\ast, S_{\ast}^{-1}; I) \), if \( \nu_\ast > 0 \) and \( S_{\ast} > 0 \). But expression (7) also allows for improper prior distributions such as the uniform distribution on \( A \geq 0 \), considered in later sections. This follows because the Jacobian for the transformation from \( A \) to \( B_0 \) is \( |B_0|^{-p(p+1)} \), and by comparing this with expression (7) for \( \nu_\ast = -(p+1) \) and \( S_{\ast} = 0 \). Improper prior distributions are permitted only if they provide proper posterior distributions. This uniform distribution for \( A \) is satisfactory provided that \( J > q + p + 1 \), and, more generally, proper posterior distributions arise from the class (7) only if \( J > q - \nu_\ast \).

**Theorem 1.** Assume the two-level normal hierarchical model defined by expressions (1) and (2) with all \( V_j = V_0 \), a known \( p \times p \) symmetric positive definite matrix. Let \( B_0 = V_0^{1/2} (V_0 + A)^{-1} V_0^{1/2} \), with \( V_0^{1/2} = (V_0^{1/2})^t \), have a (possibly improper) prior distribution of the form (7) for some \( p \times p \) symmetric matrix \( S_{\ast} \geq 0 \), and with \( \nu_\ast > -(J - q) \). Then, given \( Y \),

\[
B_0|Y \sim \text{CWish}_p(J - q + \nu_\ast, (S + S_{\ast})^{-1}; I),
\]

with the statistic \( S \) as in expression (4).

Theorem 1 states that, in the equal covariance case, we can sample independently from the distribution of \( B_0 \) given \( Y \) by drawing independent Wishart matrices (e.g. by the method of Odell and Feiveson (1966)) and keeping only those matrices with maximum eigenvalue at most 1. A more efficient procedure for simulating from a constrained Wishart distribution appears in Everson and Morris (2000). An independent sample from the distribution of \( A \) given \( Y \) then is obtained through the inverse relationship \( A = V_0^{1/2} (B_0^{-1} - I)V_0^{1/2} \), facilitating inferences about the unknown parameters \( \gamma, \theta \) and \( A \).

3. Unequal covariance case

This section provides an approximation to the unequal covariance posterior density of a bounded transformation of \( A \) and shows that this approximating density can be chosen to envelop the posterior density. The approximating density therefore can be used with rejection sampling procedures to draw independent samples from the distribution of \( A \) given \( Y \).
Let $V_0$ be any symmetric positive definite $p \times p$ matrix and define $B_0 = V_0^{1/2}(V_0 + A)^{-1}V_0^{1/2}$. Theorem 2, with the proof deferred to Appendix A.3, shows that, with an appropriate choice of degrees of freedom $\nu$, a constrained Wishart density 'envelops' the posterior density $f(B_0|Y)$. A density function $f_0$ is said to envelop a density function $f_1$ if the ratio $f_1(x)/f_0(x)$ is bounded (e.g. Ripley (1987)).

**Theorem 2.** For a given symmetric $p \times p$ matrix $V_0 > 0$, $f(B_0|Y)$ is the posterior density function for $B_0 = V_0^{1/2}(V_0 + A)^{-1}V_0^{1/2}$, assuming some prior density $p(B_0)$ of the form (7) with $\nu_* > (J - q)$. Let $f_0$ be the density function for any CWish($\nu$, $\Sigma$; $I$) distribution. Then $f_0$ envelops $f(B_0|Y)$ for any $\Sigma > 0$ and for any $\nu \leq J - q + \nu_*$. 

Theorem 2 establishes the existence of a finite constant $M$ that bounds the ratio $f(B_0|Y)/f_0(B_0)$. This validates rejection procedures by using a constrained Wishart density as an envelope for $f(B_0|Y)$, with acceptance rates or mean importance weights equaling $1/M$. In practice we choose $\nu = J - q + \nu_*$ as the degrees of freedom, yielding the least dispersed constrained Wishart density that envelops $f(B_0|Y)$. If all the $V_j$ are equal to $V_0$ and we choose $\nu = J - q + \nu_*$, then $f_0(B_0) = f(B_0|Y)$ (by theorem 1) so $M = 1$. For unequal $V_j$ we choose $V_0$ to represent a 'typical' $V_j$, such as their arithmetic mean or harmonic mean, in an attempt to mimic the equal covariance case. With unequal $V_j$ we have $M > 1$, with $M$ increasing for larger differences in the $V_j$. In the bivariate example treated in Section 4 with a uniform prior distribution assumed for $A$, the estimated value of $M$ is 1.12, for an acceptance rate over 89%, even though the ratio of the maximum to minimum $V_j$ exceeds 8.

Theorem 2 implies that we are free to choose the parameter $\Sigma > 0$ to improve the fit of our envelope density, because the enveloping property of the truncated Wishart density depends only on $\nu$. The mode of a Wishart$_p(\nu, \Sigma)$ density is $(\nu - p - 1)\Sigma$. Choosing $\Sigma = B_0/(\nu - p - 1)$, with $B_0$ the posterior mode of $B_0$, produces an envelope density $f_0$ with the same mode as $f(B_0|Y)$. Dempster et al. (1981) described an EM algorithm to locate the REML estimate $\hat{A}$ in this problem. If we specify a uniform prior distribution for $B_0$, then $B_0 = V_0^{1/2}(V_0 + \hat{A})V_0^{1/2}$ would maximize $f(B_0|Y)$. Section 4.4 of Everson (1995) describes an adjusted EM algorithm to locate the posterior mode of $B_0$ for the more general prior specification (7), a special case of which is the uniform prior distribution for $A$ used in the application in Section 4 and in the simulations in Section 5.

The parameters $\nu$ and $\Sigma$ define a truncated Wishart envelope density $f_0(B_0)$. The algorithm proposed samples Wishart matrices $B_{01}, \ldots, B_{0N}$ with these parameters and with all eigenvalues constrained to be less than 1. Rejection sampling accepts each constrained Wishart matrix $B_{0i}$ with probability $\alpha_i/m$, yielding a sample from the distribution of $B_0|Y$ and hence from that of $A$ given $Y$, with $A_i = V_0^{1/2}(B_{0i}^{-1} - I)V_0^{1/2}$. Here

$$\alpha_i = c f(B_0|Y)/f_0(B_{0i}),$$

the ratio of the target density to the envelope density at $B_{0i}$ calculated up to a constant $c$, and $m = cM$, where

$$M = \sup\{f(B_0|Y)/f_0(B_0)\} \geq 1.$$ 

To find $m$ we must consider all possible values $B_0$, not just those in our sample.

Alternatively, sampling–importance resampling (Rubin, 1987) resamples from among the $B_{0i}$ with sampling weights proportional to the $\alpha_i$, yielding an independent sample from approximately the distribution desired. The advantage of the sampling–importance resampling
algorithm is that \( m \) need not be evaluated. A much larger initial sample size \( N \) is required for reliable results, however.

If the goal of inference is merely to estimate functions of the unknown parameters, such as their posterior means and covariances, importance sampling is an alternative that does not require that \( m \) be evaluated. Importance sampling makes use of all sampled constrained Wishart matrices to estimate functions of \( \mathbf{A} \). For example, we estimate the posterior mean \( \gamma^* \) of the level 2 regression coefficient \( \gamma \) by averaging over \( \gamma^*_\mathbf{A}_i = E(\gamma|\mathbf{Y}, \mathbf{A}_i) \) with importance weights \( \alpha_i \):

\[
\gamma^* = E(\gamma|\mathbf{Y}) = E(\gamma^*_\mathbf{A}_i|\mathbf{Y}) = \frac{\sum_{i=1}^{N} (\alpha_i \gamma^*_\mathbf{A}_i)}{\sum_{i=1}^{N} \alpha_i}.
\]  

(8)

To estimate the posterior covariance of \( \gamma \) we average over \( D^*_\mathbf{A}_i = \text{cov}(\gamma|\mathbf{Y}, \mathbf{A}_i) \) and add the covariance of the means conditional on each \( \mathbf{A}_i \):

\[
D^*_\gamma = \text{cov}(\gamma|\mathbf{Y}) = E(D^*_\gamma|\mathbf{Y}) + \text{cov}(\gamma^*_\mathbf{A}_i|\mathbf{Y})
\]

\[
\hat{=} \sum_{i=1}^{N} \alpha_i (D^*_\gamma|\mathbf{A}_i) + (\gamma^*_\mathbf{A}_i - \gamma^*)(\gamma^*_\mathbf{A}_i - \gamma^*) \bigg/ \sum_{i=1}^{N} \alpha_i.
\]  

(9)

An analogous procedure estimates \( \theta^*_j = E(\theta_j|\mathbf{Y}) \) and \( V^*_j = \text{cov}(\theta_j|\mathbf{Y}) \), \( j = 1, \ldots, J \). Expressions for \( \gamma^*_\mathbf{A}_i, D^*_\gamma, \theta^*_\mathbf{A}_i, \) and \( V^*_\mathbf{A}_i \) appear in expressions (14) and (16) in Appendix A.1. Although it is not necessary to locate the maximum density ratio and to calculate \( m \) to use importance sampling, it is still useful to do so. The average \( \hat{\alpha} / m \) is unbiased for the mean importance weight \( 1/M \) and suggests a sample size \( N \) that will provide a sufficiently large effective sample size \( N/M \).

### 4. Hospital profiling application

The data of Table 1 are developed from interviews of 1869 adult surgery patients from 27 hospitals (Cleary et al., 1991). These are the 27 teaching hospitals and private academic

<table>
<thead>
<tr>
<th>Hospital j</th>
<th>NSrg Y\textsubscript{U}</th>
<th>Srg Y\textsubscript{U}</th>
<th>Severity w\textsubscript{j}</th>
<th>Size n\textsubscript{j}</th>
<th>Hospital j</th>
<th>NSrg Y\textsubscript{U}</th>
<th>Srg Y\textsubscript{U}</th>
<th>Severity w\textsubscript{j}</th>
<th>Size n\textsubscript{j}</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10.18</td>
<td>15.06</td>
<td>0.75</td>
<td>24</td>
<td>15</td>
<td>15.80</td>
<td>11.50</td>
<td>0.26</td>
<td>61</td>
</tr>
<tr>
<td>2</td>
<td>11.55</td>
<td>17.97</td>
<td>0.62</td>
<td>32</td>
<td>16</td>
<td>14.81</td>
<td>20.56</td>
<td>0.56</td>
<td>62</td>
</tr>
<tr>
<td>3</td>
<td>16.21</td>
<td>12.50</td>
<td>0.66</td>
<td>32</td>
<td>17</td>
<td>11.14</td>
<td>13.02</td>
<td>0.02</td>
<td>62</td>
</tr>
<tr>
<td>4</td>
<td>12.31</td>
<td>14.88</td>
<td>0.26</td>
<td>43</td>
<td>18</td>
<td>17.12</td>
<td>14.60</td>
<td>0.41</td>
<td>66</td>
</tr>
<tr>
<td>5</td>
<td>12.88</td>
<td>15.21</td>
<td>0.96</td>
<td>44</td>
<td>19</td>
<td>16.93</td>
<td>16.28</td>
<td>0.56</td>
<td>68</td>
</tr>
<tr>
<td>6</td>
<td>11.84</td>
<td>17.69</td>
<td>0.44</td>
<td>45</td>
<td>20</td>
<td>11.02</td>
<td>13.52</td>
<td>0.34</td>
<td>68</td>
</tr>
<tr>
<td>7</td>
<td>14.82</td>
<td>16.96</td>
<td>0.44</td>
<td>48</td>
<td>21</td>
<td>14.69</td>
<td>16.49</td>
<td>0.56</td>
<td>72</td>
</tr>
<tr>
<td>8</td>
<td>13.05</td>
<td>15.07</td>
<td>0.55</td>
<td>49</td>
<td>22</td>
<td>10.48</td>
<td>14.24</td>
<td>0.79</td>
<td>77</td>
</tr>
<tr>
<td>9</td>
<td>12.43</td>
<td>12.01</td>
<td>0.33</td>
<td>51</td>
<td>23</td>
<td>15.82</td>
<td>15.13</td>
<td>0.47</td>
<td>87</td>
</tr>
<tr>
<td>10</td>
<td>8.35</td>
<td>9.43</td>
<td>0.47</td>
<td>53</td>
<td>24</td>
<td>12.66</td>
<td>14.99</td>
<td>0.71</td>
<td>122</td>
</tr>
<tr>
<td>11</td>
<td>17.97</td>
<td>26.82</td>
<td>0.48</td>
<td>56</td>
<td>25</td>
<td>10.41</td>
<td>17.25</td>
<td>0.45</td>
<td>124</td>
</tr>
<tr>
<td>12</td>
<td>11.84</td>
<td>15.64</td>
<td>0.34</td>
<td>58</td>
<td>26</td>
<td>10.32</td>
<td>10.13</td>
<td>0.05</td>
<td>149</td>
</tr>
<tr>
<td>13</td>
<td>12.43</td>
<td>13.94</td>
<td>0.28</td>
<td>58</td>
<td>27</td>
<td>13.72</td>
<td>18.18</td>
<td>0.77</td>
<td>198</td>
</tr>
<tr>
<td>14</td>
<td>14.73</td>
<td>15.40</td>
<td>0.63</td>
<td>60</td>
<td>Average</td>
<td>13.07</td>
<td>15.35</td>
<td>0.49</td>
<td>69.2</td>
</tr>
</tbody>
</table>

†Patient-reported problem rates for surgical patients in 27 hospitals: \( Y\textsubscript{U} \) and \( Y\textsubscript{S} \) represent average non-surgical and surgical problem rates for the \( n\textsub{j} \) patients in hospital \( j \). Larger values of \( Y \) indicate greater frequencies of problems. The hospital severity index is given by \( w\textsub{j} \), ranging from 0.016 to 0.955, with larger values of \( w\textsub{j} \) indicating sicker patients on average. The observations are sorted on \( n\text{j} \).
health centres sampled having at least 20 surveyed surgery patients, the actual sample sizes \( n_j \) ranging from 24 to 198. Each patient indicated whether he or she had experienced each of a number of potential problems, classified as non-surgical (NSrg) or surgical (Srg) in nature. With reasonably large within-hospital sample sizes \( n_j \), the averages of the vectors of non-surgical percentages and surgical percentages over the \( n_j \) patients in each hospital follow an approximate bivariate normal distribution, even without transforming the proportions. The sample size restriction may introduce a sampling bias, but we choose to ignore this and other possible problems. This example is intended primarily to provide a realistic setting in which to demonstrate and evaluate the procedure of Section 3.

The value \( Y_{ij} \) is the average percentage of non-surgical (NSrg) problems and \( Y_{2j} \) the average percentage for surgical (Srg) problems reported by the \( n_j \) patients in hospital \( j \). All 1869 patient outcomes are used to estimate a common 2 × 2 within-hospital covariance matrix \( \Sigma_0 \), so that \( V_j = \Sigma_0 / n_j \):

\[
\Sigma_0 = \begin{pmatrix} 148.87 & 140.43 \\ 140.43 & 490.60 \end{pmatrix} \begin{pmatrix} (12.20)^2 & (0.52)(12.2)(22.15) \\ (0.52)(12.2)(22.15) & (22.15)^2 \end{pmatrix}.
\]

The \( p = 2 \) vector \( Y_j = (Y_{1j}, Y_{2j})' \) is assumed to follow the level 1 model (1), \( j = 1, \ldots, 27 \), with the \( V_j \) treated as known owing to the large sample used to estimate \( \Sigma_0 \).

The severity \( w_j \) measures the average health index for the \( n_j \) surveyed patients in hospital \( j \), higher values indicating worse average health. The mean values \( \theta_j \) follow the level 2 distribution (2) with \( E(\theta_j) = (E(\theta_{1j}), E(\theta_{2j}))' = (\gamma_{10} + \gamma_{11} w_j, \gamma_{20} + \gamma_{21} w_j)' = W_j' \gamma \). Thus the \( 4 \times 2 \) level 2 covariate matrix is \( W_j = I \otimes w_j \), where \( w_j = (1, w_j)' \), and \( I \) is the \( 2 \times 2 \) identity matrix. The unknown \( 4 \times 1 \) level 2 regression coefficient is \( \gamma = (\gamma_{10}, \gamma_{11}, \gamma_{20}, \gamma_{21})' \). Hospitals are to be compared, the better hospitals having smaller values of \( \theta_j = (\theta_{1j}, \theta_{2j})' \). We make inferences about the unknown \( \{\theta_j\} \), \( \gamma \) and \( A \), on the basis of the observed values \( \{Y_j, V_j, w_j\} \).

Implementation of the procedure of Section 3 requires a value \( V_0 \) to define the sampling variable \( B_0 = V_0^{1/2} (V_0 + A)^{-1} V_0^{1/2} \). Here we choose \( V_0 \) as the average of the \( V_j \) to represent a ‘typical’ \( V_j \), approximating the equal covariance case of Section 2. Other choices are possible, and determining an optimal choice for \( V_0 \) is a topic of continuing research.

Specifying the uniform prior distribution for \( A \) implies the prior density

\[
p(B_0) dB_0 \propto |B_0|^{-(p+1)} dB_0
\]

for \( B_0 \), equivalent to \( \nu = -(p + 1) = -3 \), and \( S_0 = 0 \) in expression (7). For this prior distribution, theorem 2 states that the CWish\((\nu, S_0^{-1}; I)\) density will envelop the density \( f(B_0|Y) \) for any choice of \( V_0 \), provided that \( \nu \leq 27 - 2 - 3 = 22 \). We choose \( \nu = 22 \) for the least dispersed enveloping constrained Wishart density and select \( S_0^{-1} = \hat{B}_0/(22 - 2 - 1) \), where \( \hat{B}_0 \) is the mode of \( f(B_0|Y) \), displayed in equation (11). This defines an envelope density \( f_0(B_0) \) with the same mode as \( f(B_0|Y) \):

\[
\hat{B}_0 = \begin{pmatrix} 0.29 & 0.03 \\ 0.03 & 0.64 \end{pmatrix}.
\]

Fig. 1 shows how closely the constrained Wishart density \( f_0(B_0) \) approximates the true posterior density \( f(B_0|Y) \) in this problem by plotting the two curves for each of the three elements of \( \hat{B}_0 \) with the other two elements fixed at their values from the posterior mode (11). The fit for the joint density of the three elements is not quite as precise as for these profile plots, but the value \( M = 1.12 \) is sufficiently large that \( M f_0(B_0) \geq f(B_0|Y) \), \( 0 < B_0 \leq I \), which implies an acceptance rate \( 1/M \approx 89\% \) when performing rejection sampling using \( f_0 \) as an envelope density.
The remainder of Section 4 compares REML inferences with those based on the independent sampling procedure described in Section 3 for the hospital problem rate data of Table 1. The REML procedure estimates the posterior distributions of the $\theta_j$ and of $\gamma$ by the conditional distributions of $\theta_j$ given $(Y, \hat{A})$, and of $\gamma$ given $(Y, \hat{A})$, where $\hat{A}$ is the marginal maximum likelihood estimate for the level 2 covariance matrix $A$ (e.g. Bryk and Raudenbush (1992)). Although the two methods produce similar mean estimates for the $\theta_j$, the REML variance estimates do not account for the uncertainty about $A$ and hence are optimistically small. The procedure of Section 3 averages the conditional distributions given $A$ over a large sample from the distribution of $A$ given $Y$ to account for this uncertainty. The REML standard deviation estimates are smaller than those for the sampling procedure for both elements of $\theta_j$ in all 27 hospitals, as displayed in Fig. 2, averaging 13% smaller variances for the non-surgical rates and 39% smaller variances for the surgical rates. REML also reports smaller variance estimates of the four estimated components of $\gamma$, with 27% smaller variances for the non-surgical intercept and slope components and 33% smaller variances for the surgical components. The simulations of Section 5 demonstrate that the smaller REML uncertainty estimates produce a substantial undercoverage of interval estimates of the elements of the $\theta_j$. 

Fig. 1. Profile envelope plots of the elements of $B_0$ for the bivariate problem rate example: the posterior density $f(B_0|Y)$ (— — —) and a constrained Wishart density inflated by $M = 1.12$ to envelop $f(B_0|Y)$ (——) are plotted as functions of each element $B_{0j}$ ($B_{011}$, $B_{022}$ and $\rho = B_{012}(B_{011}B_{022})^{-1/2}$) with one element allowed to vary while the other two are held fixed at their values from the posterior mode $\hat{B}_0$ of equation (11).
Fig. 2. Uncertainty estimates — comparisons of posterior standard deviations estimated by the independent sampling procedures with those reported by REML for estimates of mean non-surgical and surgical problem rates in 27 hospitals: the sampling estimates assume the uniform prior distribution on the between-hospitals covariance matrix A; all points lie above the line $y = x$ in both plots, indicating that REML reports smaller variability estimates for both components of all 27 $\theta_j$.

5. Absolute and relative performance of procedures

Sections 2 and 3 provide fast ways to compute the posterior distribution for certain prior distributions on $(\gamma, A)$. We believe that some of these prior specifications, particularly that with A uniformly distributed, provide point and interval estimates that perform well in repeated sampling for every level 2 distribution in the class defined by expression (2), i.e. for each and every value of $(\gamma, A)$. For a given loss function, the 'classical' risk evaluations use averages of the loss function over Y in expression (1) with $\theta$ fixed. For example, the James–Stein estimator (James and Stein, 1961) is minimax for squared error loss in this sense. The performance characteristics of this section make a different risk calculation, one more appropriate for two-level models (Morris, 1983a). 'Two-level risk' evaluations average over the joint distribution of the level 1 data Y in expression (1) and over the level 2 parameter $\theta$ in expression (2), for fixed parameters $(\gamma, A)$, so the two-level risk is a function of $(\gamma, A)$.

Very little is known about coverages of interval estimators in the two-level setting with $J$ fixed. In the equal variance case for $p = 1$ and with $J \geq 4$, Casella and Hwang developed $J$-dimensional confidence spheres, based on the James–Stein estimator, with smaller volumes than the usual confidence sphere, and that cover in the classical sense (and thus in the two-level sense as well) the vector $\theta$ more often than does the usual confidence sphere (Hwang and Casella, 1982; Casella and Hwang, 1983). Morris (1983b) gave mathematical arguments in the equal variance $p = 1$ case to suggest that for all $(\gamma, A)$ the Bayes intervals of this paper (flat A), even though they are narrower, cover the components $\theta_j$ as often as do the usual classical confidence intervals. We shall not cite the substantial corresponding literature on two-level asymptotics as we are primarily concerned with the performance of procedures for small and moderate $J$.

For $J$ fixed and with $p \geq 2$, or even with $p = 1$ and unequal variances, we know of no published mathematical results about the two-level coverages of interval estimates. Because of the difficulty of such work, even for $p = 1$, we use simulations here, taking the $J = 27$ and $p = 2$ hospital example in Section 4 to provide a meaningful context. The favourable results that follow typify kindred results obtained in several other settings, e.g. in other simulations we have investigated with $p = 1$, and in the simulations of Christiansen and Morris (1997) for the Poisson case. No contrary results have come to our attention.

Table 2 summarizes two simulations, each fixing V and W at values from Table 1. The first simulation sets $A = A_1$ of equations (12), the estimated posterior mean of $A$ based on the
data of Table 1. The second sets $A = A_2$ of equations (12), a value chosen to make the matrix $B_0 = V_0^{1/2}(V_0 + A)^{-1}V_0^{1/2}$ further from diagonal:

$$A_1 = \begin{pmatrix} 5.80 & 2.63 \\ 2.63 & 6.10 \end{pmatrix},$$

$$A_2 = \begin{pmatrix} 3.38 & -0.77 \\ -0.77 & 2.55 \end{pmatrix}.$$  

(12)

The choice of $\gamma$ is irrelevant and arbitrarily set equal to 0 in both simulations. Each simulation generated 100 sets of $J = 27$ $\theta_j$-vectors and $Y_j$-vectors distributed according to expressions (1) and (2) to represent true and observed non-surgical and surgical problem rates. The 90% and 95% probability intervals for the elements $\theta_{ij}$ and $\theta_{2j}$ are approximated as the posterior mean estimate for each element plus or minus 1.645 or 1.960 posterior standard deviation estimates. Although only approximating the Bayesian intervals, this procedure mimics that used to construct the REML intervals for Table 2. A more precise Bayesian interval for $\theta_j$ could be constructed by simulating a large sample from $\theta_j|Y$, and then finding the smallest interval that contains 90% or 95% of the simulated values.

The entries in Table 2 are non-coverage rates for the approximate Bayesian and REML (Section 4) interval estimates. Non-coverage for each of the $p = 2$ components of $\theta_j$ is calculated as the overall percentage of 2700 intervals (100 simulations and $J = 27$) that do not contain their (simulated) target values. In summary, the independent sampling procedure with $A$ uniformly distributed ('flat A') produced intervals that yielded very nearly the desired frequentist coverage rates for three of the four cases, erring slightly on the conservative side in the fourth case, with a higher than nominal coverage rate. Although a Bayesian interval has the correct coverage (e.g. 90%) by construction when $A$ is distributed according to the specified prior distribution, it would be remarkable if this coverage rate would hold for every individual value of $A$, such as those used to generate Table 2. Thus our goal in choosing a prior distribution is to err on the conservative side when the coverage deviates from nominal. In contrast, the REML intervals are optimistically narrow, resulting in rather severe undercoverage in all four cases considered.

Using the observed rates $Y_j$ and covariances $V_j$ to construct classical confidence intervals produces appropriate coverages, as expected, but of course these intervals are much wider than the Bayesian intervals. The classical intervals are 25% wider for estimating the non-surgical ($\theta_{ij}$) components of $\theta_j$ and 51% wider for estimating the surgical ($\theta_{2j}$) components. In

<table>
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<th>Table 2. Coverage comparison†</th>
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<tr>
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<td>NSrg</td>
</tr>
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<td>Srg</td>
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<tr>
<td>Average</td>
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†Average non-coverage rates (with simulation standard errors in parentheses) for interval estimates for the two elements (NSrg and Srg) of $\theta_1, \ldots, \theta_{27}$ using the proposed sampling method assuming the uniform prior distribution on $A$ (flat A) and using REML. The results are based on 100 simulated data sets each for the two values $A_1$ and $A_2$ of equation (12).
addition, the weighted squared error loss, \( \sum (\hat{\theta}_j - \theta_j)'V_j^{-1}(\hat{\theta}_j - \theta_j) \), summed over all simulated data sets, is 43% smaller using the posterior mean estimates from the independent sampling procedure than when using \( Y_j \) to estimate \( \theta_j \).

6. Conclusions

The algorithm of Section 3 samples from the marginal distribution of the unknown \( p \times p \) covariance matrix \( A \) of the group mean vectors \( \theta_j \), given \( Y \). The simple-to-use S-PLUS program TLNise ('two-level normal independent sampling estimation') implements the algorithm of this paper and is available at

www.swarthmore.edu/NatSci/peversol/tlnise.htm

Our program, which has performed well in all the examples that we have considered, is potentially usable in a broad range of statistical applications.

Although the procedure described here works with a continuum of proper and improper distributions on the covariance matrix \( A \), we have emphasized the flat distribution on \( A \) particularly because we believe that the resulting inference procedures have good, or at least conservative, frequency properties in small and moderate samples. For example, the simulations in Section 5 show that the interval estimates of the \( Jp \) components of the group effect vectors \( \theta_j \) that ensue from this flat distribution on \( A \) have coverages that are close to their nominal values. In contrast, competing methods like methods based on maximum likelihood or on REML, as adopted for most commercial software, provide inadequate coverage if the number of groups \( J \) is not large.

Very flexible inferences, involving complicated functions of the unknown parameters, are possible from this and from Markov chain Monte Carlo (MCMC) methods because they sample from the posterior distributions of the unknowns. However, MCMC methods cannot compete with the relative speed of importance sampling methods that accept with high rates, as does the method developed here, because MCMC methods provide correlated draws, and because the usual worries about convergence attend their use. Our program's speed makes it relatively easy to evaluate operating characteristics with each use, a check that needs to be done much more often by those who develop or use multilevel models.

We have provided no numerical results here when \( p \) exceeds two dimensions. Our experience thus far with the procedures of this paper for \( p \) up to 5 suggests that over 40% of all constrained Wishart draws often will be accepted, allowing relatively fast computation. Of course high acceptance rates are guaranteed, even for high dimensions \( p \), if the covariance matrices \( V_j \) are sufficiently similar, because in the limiting equal covariance case the constrained Wishart envelope distribution is precisely the posterior distribution. This procedure would still be of value in problems with lower acceptance rates, because even a single draw from the exact posterior distribution is sufficient to replace the 'burn-in' for an MCMC algorithm, removing any doubts about convergence. Additional independent exact draws will be valuable as starting-points for parallel MCMC sequences, also in equilibrium. The best solution is to obtain independent posterior samples, a goal which may be achievable in a broader class of problems.
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Appendix A: Proofs and details

A.1. Likelihood and conditional posterior distributions
Assuming the two-level model defined by expressions (1) and (2), the marginal likelihood function for the \( p \times p \) level 2 covariance matrix \( A \) is

\[
L(A) = \left| \sum W_j (V_j + A)^{-1} W_j^* \right|^{-1/2} \prod (V_j + A)^{-1/2} \exp \left\{ - \sum (Y_j - W_j^* \gamma^{*\gamma}_{(A)}) (V_j + A)^{-1} (Y_j - W_j^* \gamma^{*\gamma}_{(A)})/2 \right\}.
\]

(13)

The distributions (14)–(16) assume an improper uniform prior distribution for the \( r \times 1 \) level 2 regression coefficient \( \gamma \):

\[
\gamma | Y, A \sim N_r(\gamma^{*\gamma}_{(A)}, D^{*\gamma}_{(A)}), \quad \gamma^{*\gamma}_{(A)} = \left\{ \sum W_j (V_j + A)^{-1} W_j^* \right\}^{-1} \sum W_j (V_j + A)^{-1} Y_j,
\]

\[
D^{*\gamma}_{(A)} = \left\{ \sum W_j (V_j + A)^{-1} W_j^* \right\}^{-1}.
\]

(14)

\[
\theta_j | Y, \gamma, A \sim N_p(\theta^{*\gamma\theta}_{(\gamma,A)}, V^{*\gamma\theta}_{(\gamma,A)}),
\]

\[
\theta^{*\gamma\theta}_{(\gamma,A)} = (I - B_j) Y_j + B_j W_j \gamma^{*\gamma}_{(A)},
\]

\[
V^{*\gamma\theta}_{(\gamma,A)} = (I - B_j) V_j,
\]

\[
B_j = V_j (V_j + A)^{-1}.
\]

(15)

\[
\theta_j | Y, A \sim N_p(\theta^{*\theta}_{(A)}, V^{*\theta}_{(A)}),
\]

\[
\theta^{*\theta}_{(A)} = (I - B_j) Y_j + B_j W_j \gamma^{*\gamma}_{(A)},
\]

\[
V^{*\theta}_{(A)} = (I - B_j) V_j + B_j W_j D^{*\gamma}_{(A)} W_j B_j.
\]

(16)

Also see Dempster et al. (1981).

A.2. Proof of theorem 1
Because any matrix is expressible as a Kronecker product of itself with the \( 1 \times 1 \) matrix \( I \) (e.g. \((V_0 + A)^{-1} Y_j = (V_0 + A)^{-1} Y_j \otimes I\)) and because the \( pq \times p \) covariate matrix \( W_j \) satisfies \( W_j = I_p \otimes w_j \),

\[
\sum W_j (V_0 + A)^{-1} Y_j = (I \otimes w_j) [(V_0 + A)^{-1} Y_j \otimes I]
\]

\[
= \sum [(V_0 + A)^{-1} Y_j \otimes w_j].
\]

(17)

Similarly,

\[
\sum W_j (V_0 + A)^{-1} W_j' = (I \otimes w_j) [(V_0 + A)^{-1} \otimes I] (I \otimes w_j')
\]

\[
= \sum [(V_0 + A)^{-1} \otimes w_j w_j']
\]

\[
= (V_0 + A)^{-1} \otimes \sum w_j w_j'.
\]

(18)

And, because the matrices \((V_0 + A)^{-1}\) and \(\sum w_j w_j'\) are \( p \times p \) and \( q \times q \) respectively,

\[
| \sum W_j (V_0 + A)^{-1} W_j^* | = |V_0 + A|^{-q} | \sum w_j w_j'|^p.
\]

(19)

(See Searle (1982)).
With all $V_j$ equal to $V_0$, we show that the conditional mean $\gamma^{*}_{(0)}$ from distribution (14) reduces to $\hat{\gamma}$ in expression (3) by using equations (17) and (18) as follows:

$$\gamma^{*}_{(0)} = \{\sum W_j (V_0 + A)^{-1} W'_j\}^{-1} \sum W_j (V_0 + A)^{-1} Y_j$$

$$= \left\{ (V_0 + A) \otimes \left( \sum w_j w'_j \right)^{-1} \right\} \sum ((V_0 + A)^{-1} Y_j \otimes w_j)$$

$$= \sum \left\{ (V_0 + A) \otimes \left( \sum w_j w'_j \right)^{-1} \right\} ((V_0 + A)^{-1} Y_j \otimes w_j)$$

$$= \sum \left\{ (V_0 \otimes \left( \sum w_j w'_j \right)^{-1} \right\} (V_j \otimes w_j)$$

$$= \left\{ (I \otimes \left( \sum w_j w'_j \right)^{-1} \right\} \sum (V_j \otimes w_j)$$

$$= \left( \sum (I \otimes w_j) (I \otimes w'_j) \right)^{-1} \sum (I \otimes w_j) (Y_j \otimes I)$$

$$= \left( \sum W_j W'_j \right)^{-1} \sum W_j Y_j = \hat{\gamma}.$$ (20)

Thus $\gamma^{*}_{(0)} = \hat{\gamma}$ does not depend on $A$. Substituting the equalities (19) and (20) into equation (13), the equal covariance likelihood $L_0(B_0)$ for $B_0 = \sqrt{2} (V_0 + A)^{-1} V_0^{1/2}$ reduces to

$$L_0(B_0) = \left| \sum w_j w'_j \right| ^{-p/2} |V_0 + A|^{-(J-q)/2} \text{etr} \left\{ - (V_0 + A)^{-1} \sum (Y_j - W'_j \hat{\gamma})(Y_j - W'_j \hat{\gamma}) / 2 \right\}$$

$$\propto |B_0|^{(J-q)/2} \text{etr}(-B_0 S_0 / 2).$$ (21)

This establishes expression (3). The product of $L_0(B_0)$ in expression (3) and $p(B_0)$ in expression (7) is a proper CWish$_p(J - q + \nu_\star, (S + S_\star)^{-1}; I)$ density provided that $\nu_\star > -(J - q)$.

### A.3. Proof of theorem 2

Without essential loss of generality, assume that $V_0 = I_p$ (this can be achieved by defining the equivalent problem with $Y^*_f = V_0^{-1/2} Y_j$). Choose constants $\lambda_0$ and $\lambda_1$ with $0 < \lambda_0 \leq 1 \leq \lambda_1 < \infty$, so that $\lambda_0 S_\star \leq Y_j \leq \lambda_1 I_p$ for all $j = 1, \ldots, J$. This is satisfied if $\lambda_1$ exceeds the largest of the $J p$ eigenvalues of $V_1, \ldots, V_J$, and if $\lambda_0$ is smaller than any of these $Jp$ eigenvalues. Then, for all $j = 1, \ldots, J$, $\lambda_0 (I + A) \leq V_j + A \leq \lambda_1 (I + A)$. Define

$$L_0(A) = |I + A|^{-\nu_\star/2} \text{etr}(-I + A)^{-1} S_0 / 2)$$

$$\propto |B_0|^{(J-q)/2} \text{etr}(-B_0 S_0 / 2),$$ (22)

so that $f_0(B_0) = c_0 L_0(A) p(B_0)$ is a CWish$(\nu, \Sigma; I)$ density with $\nu = \nu_\star + \nu_\star$, $\Sigma = (S + S_\star)^{-1}$ and $c_0$ a normalizing constant that does not depend on $B_0$. The posterior density of $B_0$ is $f(B_0|Y) = c_1 L(A) p(B_0)$, for $L(A)$ from equation (13) and $c_1$ a normalizing constant, so the ratio to be bounded to prove theorem 2 is

$$\frac{f(B_0|Y)}{f_0(B_0)} = \frac{c_1 L(A) p(B_0)}{c_0 L_0(A) p(B_0)} = \frac{c_1 L(A)}{c_0 L_0(A)}.$$

Because the exponential term in $L(A)$ must be negative or 0, we have

$$L(A) \leq \left| \sum W_j (V_j + A)^{-1} W'_j \right| ^{-1/2} \prod |V_j + A|^{-1/2}$$

$$\leq \left| \sum W_j \frac{1}{\lambda_1} (I + A)^{-1} W'_j \right| ^{-1/2} \prod |\lambda_0 (I + A)|^{-1/2}$$

$$= \frac{\lambda_1^{p/2}}{\lambda_0^{p/2}} |\lambda_0 - (J-q)/2| \left| \sum w_j w'_j \right| ^{-p/2}.$$

The last equality is justified by equation (19) in the proof of theorem 1. Also,

$$L_0(A) \geq |I + A|^{-\nu_\star/2} \text{etr}(-S_0 / 2),$$

the lower bound being at $A = 0$. Thus, for
\[
M = \frac{c_1\lambda_{1}^{pq/2}}{c_0\lambda_{0}^{pq/2}} \left| \sum W_i W_j \right|^{p/2} \text{etr} \left( -\frac{S_0}{2} \right) < \infty,
\]

\[
\frac{f(B_i|Y)}{f_0(B_i)} \leq M |I + A|^{-(J-q-q_0)/2} \leq M
\]

for all \( A \geq 0 \) and hence for all \( 0 < B_i \leq I \), provided that \( \nu_0 \leq J - q \). This implies that the CWish(\( \nu, \Sigma; I \)) density \( f_0 \) envelops \( f(B_i|Y) \) if \( \nu \leq J - q + \nu^*_+ \).
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