23

8 Orthogonal Structure in the Design Matrix

Partition the linear model as

Bo
B
u:(X(]aXl?"'uXk) :

B
where X is n X p;, B; is p; X 1, and Zj pj = p. Suppose that the columns of X; are orthogonal to those
of X;,i.e., X;X; = 0, forall i, 5. Then 3 = (X'X)~'X'Y has the form

By (X)Xo) ! 0 . 0 X,Y (XpXo) 1XpY
B | 0 (XiXq)™h - 0 X{Y || (XX)TIXY
By 0 0 e (XX X.Y (X5, X)X Y

Therefore, the least-squares estimate of 3; does not depend on whether any of the other terms are in the
model. Also,

k
~l ~/
RSS=Y'Y -BX'Y=YY-Y BXY,

i=0
i.e. if 3, is set equal to 0, RSS increases by B;X;Y
8.1 Example: (Simple linear regression).
e Model 1A: }/Z = ﬁo + ﬁlxi + &;.
The least-squares estimate of (3; is

R n n

b1 = Z({L‘Z — f)YZ/Z(xZ - f)Q.
i=1 i=1

e Model 1B:Y; = Bixz; + ;.
The least-squares estimate of (3 is

n n
P=> Vi)Y i
i=1 i=1

The slope estimates in Models 1A and 1B are equal only when = 0, i.e., when z = (21, xn) i
orthogonal to the intercept 1 = (1,...,1Y. Note that in Model 1A, 3; and (3, are uncorrelated when Z = 0.
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e Model 2A:Y; = By + 512 + Bi(zi — T) + & = B + i(zi — T) + €.

Now
1 z1—Z
1 29—=Z
X = . . = (Xo, Xl)
1 z,—=x
has orthogonal columns, and hence
/ / n n
A* XoY =, A XlY _ —\2
0 X6XO ) ﬁl X/1X1 ;(ml .I) Z/ ;(‘/El .I)

° Model 2B: Y, = ﬁl(xz — f) + &;.
(1 is the same as in Model 2A because of orthogonality.

8.2 Theorem: If A and D are symmetric and all inverses exist,

A B\ [A'+A'BE'BA! A 'BE’!
B D) _E'B'A! E-! ’

where E=D — B'A~1B.

8.3 Theorem: Assume the linear model Y ~ N, (X3, o%I), where the columns of X are linearly independent

and satisfy x}x; < c? for fixed constants ¢;. Then

Var(@) > 02/02
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and the minimum is attained when )éxl- = c? and the columns of X are orthogonal, i.e., x;xj = 0, for j # i.

8.4 Example: (2" factorial design). Suppose that k factors are to be studied to determine their effect on the
output of a manufacturing process. Each factor is to be varied within a given plausible range of values and
the variables have been scaled so that the range is —1 to +1. Then the theorem implies that the optimal
design has orthogonal columns and all variables set to +1 or —1. If n = 2° such a design is called a 2
factorial design.



