Biostatistical Aspects of Genome-Wide Association Studies
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Summary

To search the entire human genome for association is a novel and promising approach to unravelling the genetic basis of complex genetic diseases. In these genome-wide association studies (GWAs), several hundreds of thousands of single nucleotide polymorphisms (SNPs) are analyzed at the same time, posing substantial biostatistical and computational challenges. In this paper, we discuss a number of biostatistical aspects of GWAs in detail. We specifically consider quality control issues and show that signal intensity plots are a sine qua non in todays GWAs. Approaches to detect and adjust for population stratification are briefly examined. We discuss different strategies aimed at tackling the problem of multiple testing, including adjustment of \( p \)-values, the false positive report probability and the false discovery rate. Another aspect of GWAs requiring special attention is the search for gene-gene and gene-environment interactions. We finally describe multistage approaches to GWAs.
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1 Introduction

In their last issue in 2006, the News Staff from Science announced genome-wide association studies (GWAs) to be one of the areas to watch in 2007 (The News Staff, 2006). Indeed, after several years of relatively unsuccessful attempts to identify genetic variants responsible for complex and common diseases (Colhoun, McKeigue and Davey Smith, 2003; Hattersley and McCarthy, 2005) such as coronary artery disease (Watkins and Farrall, 2006), the first half of 2007 has seen a surge in publications of GWAs identifying and validating genetic factors for, to name a few, myocardial infarction (Samani et al., 2007), colorectal cancer (Tomlinson et al., 2007; Zanke et al., 2007), breast cancer (Easton et al., 2007; Hunter et al., 2007), and six further common diseases (The Wellcome Trust Case Control Consortium, 2007). However, in addition to their apparent success, GWAs also pose new challenges for biometricians, which will be the focus of this work. Biometricians have started addressing these challenges and new methodological approaches sprout like mushrooms almost every day. We therefore aim at addressing fundamental biostatistical aspects of GWAs. Before delving into these, let us describe the typical scenario of a GWA (Table 1). The aim of any genetic association study is to identify associations between a phenotype on the one hand, which is, in many cases, a binary disease status, and one or more genetic markers on the other. Specifically, GWAs use single nucleotide polymorphisms (SNPs) as genetic markers, as they are easy to type and abundant in the human genome.
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GWAs systematically investigate SNPs in the entire human genome without an a priori specified hypothesis on the location. A GWA can only be successful, however, if the so-called common disease/common variant (CDCV) assumption holds. This popular hypothesis proposes that most of the genetic risk for common, complex diseases is caused by a small to moderate number of disease loci having common variants. These disease loci are assumed to have small effects, and association mapping is appropriate in this circumstance. However, if this CDCV hypothesis is false, e.g., there are many rare variants at a disease locus, association mapping will be rather difficult.

GWAs are in contrast to so-called candidate gene association studies, where SNPs are analyzed in candidate genes or regions (Ziegler and König, 2006). These candidates are plausible because of biological function or previous study results, and some of them have strong genetic effects. The approach is primarily indirect as we do not necessarily suppose that any of the SNPs are causal but rather that they may be in close vicinity to functional mutations and therefore associated with the disease because of linkage disequilibrium (LD). The functional variant might not even be a SNP, but an insertion, a deletion or a copy number variation (CNV). For the systematic search of the entire human genome with a length of approximately 3.3 x 10^9 base-pairs, in subjects of European ancestry only approximately 300,000 well-chosen SNPs, termed tagSNPs, are required to capture most of the genomic variation. Here, it is important to note that chips are designed in different ways. For example, for the 1M BeadChip Illumina specifically chose 950,000 tagSNPs from the HapMap project (see the HapMap project) and 100,000 non HapMap SNPs. In comparison, Affymetrix used an “unbiased selection of 482,000 SNPs from the SNP Array 5.0” for the SNP Array 6.0, thus not following the tagSNP approach based on the HapMap project.

Compared with gene expression studies where typically the sample size is relatively small, large sample sizes are utilized in GWAs. Because the SNP chips currently are more expensive than the expression chips, the total cost of GWAs is high. Therefore, some groups use specific sequential study designs for minimizing the total study cost (see Section 5).

**Table 1** Typical scenario for a genome-wide association study.

<table>
<thead>
<tr>
<th>Study design</th>
<th>Case-control study, i.e., affected cases and healthy controls</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variables</td>
<td>Genetic markers (single nucleotide polymorphisms, SNPs), typically with two different forms A and B</td>
</tr>
<tr>
<td></td>
<td>One of three genotypes per person: AA, AB, or BB</td>
</tr>
<tr>
<td>Technology</td>
<td>Affymetrix GeneChip Human Mapping 500K Array Set: ( \sim 500 , 000 ) SNPs</td>
</tr>
<tr>
<td></td>
<td>Affymetrix Genome-Wide Human SNP Array 5.0: ( \sim 500 , 000 ) SNPs (same SNPs as on array set but on a single chip; ( \sim 420 , 000 ) copy number variations added)</td>
</tr>
<tr>
<td></td>
<td>Affymetrix Genome-Wide Human SNP Array 6.0: ( \sim 1,000 , 000 ) SNPs</td>
</tr>
<tr>
<td></td>
<td>illumina HumanHap550 Genotyping BeadChip: ( \sim 550 , 000 ) SNPs</td>
</tr>
<tr>
<td></td>
<td>illumina HumanHap650Y Genotyping BeadChip: ( \sim 650 , 000 ) SNPs (the Y indicates that the chip contains ( \sim 100 , 000 ) Yoruba specific SNPs)</td>
</tr>
<tr>
<td></td>
<td>illumina human1M BeadChip: ( \sim 1,000 , 000 ) SNPs</td>
</tr>
<tr>
<td>Quality control</td>
<td>Exclusion of low-quality SNPs (see Section 3)</td>
</tr>
<tr>
<td></td>
<td>Exclusion of probands with low-quality genotypes (see Section 3)</td>
</tr>
<tr>
<td></td>
<td>Exclusion of probands with contaminated DNA (see Section 3)</td>
</tr>
<tr>
<td>Statistical analysis</td>
<td>Assumption of a specific genetic model: dominant (AA versus AB and BB), recessive (AA and AB versus BB), additive (assuming a linear effect for genotypes AA, AB and BB); no assumption of a specific genetic model, resulting in tests with 2 degrees of freedom</td>
</tr>
<tr>
<td></td>
<td>Comparison of genotype frequencies between cases and controls for every SNP</td>
</tr>
</tbody>
</table>
A sequence of steps has to be taken in a successful GWA (Figure 1). First, subjects have to be recruited, their phenotypes have to be determined, and their DNA needs to be extracted. According to specific protocols (see, e.g., Affymetrix, 2006), the DNA needs to be prepared before hybridization. This preparation process is not of primary importance for data analysis at later stages and includes, e.g., a polymerase chain reaction step. The following steps are similar to those of gene expression studies. After washing and staining, the array is scanned, and the raw optical images, called the .dat files, are obtained. The pixel values are used for calculating the intensities, which are then stored in the automatically generated .cel files. Here, a single representative intensity value is obtained per cell (feature) of the image. Unfortunately, the .dat files are usually not kept because of their size, approximately 1GB per chip for the Affymetrix Genome-Wide Human SNP Array 6.0. The biostatistical analysis team typically receives the .cel files from the laboratory. However, spot intensity could serve as an indicator for chip quality as for most microarray platforms (Hartmann, 2005).

When image analysis has been completed and the .cel files are available for all subjects, the, signal intensities are normalized and genotypes are called, i.e., signal intensities are converted into genotypes. The genotype calling step is important, and we describe the basic ideas in Section 3. After genotype calling, intensive quality control–low level analysis–needs to be performed (Section 3), which is then followed by high level statistical analyses. Usually, genotype or allele frequencies between cases and controls are compared SNP by SNP to test for association (Section 4). Both simple and more complex frequentist and Bayesian approaches are employed, and computational efficiency is an important issue here. The findings of these analyses are then carried forward to a second stage of analyses (Section 5) or to an independent confirmation study.

In the remainder of this work, we concentrate on GWAs performed using the Affymetrix chip technology because the authors have more experience with this platform than with the Illumina Bead-
Chip technology. Nevertheless, many biostatistical aspects are comparable, e.g., the quality control procedures. To help biostatisticians who are not familiar with the terms used in the area of genetic epidemiology, Table 2 provides a short glossary.

**Table 2** Glossary.

<table>
<thead>
<tr>
<th>Term</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assortative mating</td>
<td>Also termed assortative pairing; takes place when individuals tend to mate individuals who are similar to themselves (positive assortative mating) or dissimilar (negative assortative mating).</td>
</tr>
<tr>
<td>CNP, CNV</td>
<td>Copy-number polymorphism, copy-number variation; a normal variation in DNA due to variation in the number of copies of a sequence within the DNA. CNV is sometimes defined in terms of segment length, e.g., the DNA segment presenting a variable copy number has to be at least 1 kb. CNP is sometimes defined in terms of frequency, e.g., there have to be at least two variants with $\geq 1%$ frequency.</td>
</tr>
<tr>
<td>Deletion Epistasis</td>
<td>A mutation in which at least one base pair is removed from a DNA sequence. Epistasis is different from dominance: with epistasis a variant in one gene masks the expression of a different gene. With dominance, one variant of a gene masks the expression of another variant of the same gene.</td>
</tr>
<tr>
<td>Haplotype</td>
<td>The particular combination of alleles on the same chromosome typically inherited together.</td>
</tr>
<tr>
<td>Hardy-Weinberg equilibrium</td>
<td>(HWE) Holds at a locus when the two alleles within an individual are statistically independent.</td>
</tr>
<tr>
<td>Insertion</td>
<td>A mutation in which at least one base pair is added in a DNA sequence.</td>
</tr>
<tr>
<td>Interaction</td>
<td>Statistical interaction is the deviation from additivity in the effect of two independent variables on a dependent variable. Unfortunately, gene-gene interaction and epistasis are increasingly used synonymously.</td>
</tr>
<tr>
<td>Linkage disequilibrium</td>
<td>(LD) The situation in which alleles of two loci do not arise independently of one another. The term “association” unfortunately is often used synonymously. Linkage disequilibrium can be due to the fact that two loci are linked, i.e., in close vicinity. It may also arise at loci on different chromosomes, e.g., because of selection or population stratification.</td>
</tr>
<tr>
<td>Population stratification</td>
<td>Also termed population heterogeneity or confounding by ethnicity. Population stratification refers to a situation where subgroups of individuals are on average more related to each other than to other members of the wider population. For example, cases are often considered to be closer related than controls, leading to different allele frequencies between cases and controls caused by this systematic difference in ancestry rather than association of genes with disease.</td>
</tr>
<tr>
<td>Selection</td>
<td>Any process that alters allele frequency in a directed fashion without mutation or immigration.</td>
</tr>
<tr>
<td>Sequencing</td>
<td>Process of determining the nucleotide order of a given DNA fragment.</td>
</tr>
<tr>
<td>SNP</td>
<td>Single nucleotide polymorphism; SNPs are variations at only a single base, meaning that one base is substituted by another.</td>
</tr>
<tr>
<td>TaqMan</td>
<td>TaqMan® measures the accumulation of a DNA sequence, i.e., a polymerase chain reaction (PCR) product via fluorophore in real-time during the exponential stages of the PCR.</td>
</tr>
</tbody>
</table>
2 Challenges of Genome-Wide Association Studies

In comparison with candidate gene association studies and, indeed, compared with most genetic or clinical studies, GWAs are special in a number of ways. What first comes to mind is the sheer amount of data, because on currently applied technologies, hundreds of thousands or even a million genotypes are assessed per individual. This has a number of consequences. The first is a logistical issue, because computer capacities need to be large, both with regard to storage and to CPU time for data analysis. For example, the uncompressed .cel files of ∼1000 subjects require ∼150 GB of storage, and a typical analysis directory of such a GWA, without .cel files but with called genotypes, requires more than 100 GB. The genotype calling of ∼2000 subjects with the Genome-Wide Human SNP Array 6.0 requires ∼10 days on an Intel Xeon Dual Quad Core E5345 with 2.3 GHz and 16 GB RAM.

In this line, we need new partners: For clinical studies, we were used to working closely with clinical partners. In genetic epidemiological projects, we have learned to work hand in hand with clinicians and molecular biologists, in order to understand the peculiarities of the variables we are analyzing, the kinds of errors which might occur, and the biological meaning of the results. In GWAs, skills and algorithms from computer science and bioinformatics are also required.

The second consequence relates to the statistical analysis. The specific challenge in GWAs is that the increase in the number of variables is not paralleled by an increase in the numbers of probands, so that we have a large $p$ small $n$ problem, similar to gene expression studies. To make this even more complicated, the SNPs are dependent on each other, thus in LD (Ziegler and König, 2006). Finally, the variables in a GWA are generated in a highly automated way. This poses further challenges for the quality control of the data, which will be the topic of the next section.

3 First Things First – Quality Control in GWAs

In contrast to candidate gene association studies or controlled clinical trials, it is almost impossible in a GWA to scrutinize every single variable for its quality in an individual monitoring procedure. Because of the high number of variables, quality control needs to be highly automated. Some of the quality control depends on the genotyping technology employed, and, as in the previous section, we will focus on the procedures for the Affymetrix platform. Although some divergence exists, a number of quality criteria seem to have been agreed upon and are currently typically in use.

3.1 Genotype calling and signal intensity plots

To understand the quality control, it is important to know how the variables are generated. In brief, for every proband at each SNP, we measure the signal intensities giving the strength of the signal for each of the alleles. If one intensity is high and the other is low, the proband is classified as homozygous, if the intensities for both alleles are equally high, the proband is assigned a heterozygous genotype.

In slightly greater detail, the procedure can be described as follows. Data are normalized and genotypes are called when the .cel files for all subjects are available, that is when image analysis has been completed. Genotype calling, i.e., assignment of genotypes to subjects according to their signal intensities is performed automatically using one of the available algorithms, for which the basic ideas are described here. A subject is either homozygous for the A or for the B allele or has a heterozygous genotype, where A and B refer to the minor, i.e., the less frequent, and the major allele, respectively. Thus, rather than using the actual bases, a more general coding system is employed. For the reader, it is important to note that different coding systems are used in different laboratories and research groups, and, in fact, the different coding schemes may lead to confusion in pooled analyses.

In a perfect world, all conditions in the experiment would be identical, all subjects with the same genotypes would have identical signal intensities, and there would be only three different signal intensities (Figure 2a). However, there are many factors affecting the signal intensity at the subject level,
including DNA concentration or specific features during the hybridization process so that signal intensities of all subjects for the three genotypes form three clouds (Figure 2b). Furthermore we have to expect that the intensity of heterozygous subjects may not necessarily be between the respective intensity of homozygous subjects. Instead, there might be a slight shift in intensities because of different probe affinities.

This biological knowledge is used in the genotype calling algorithms. For example, the Birdseed calling algorithm performs a multiple-chip analysis to estimate the signal intensity for each allele of each SNP, fitting probe-specific effects to increase precision. In the next step, Birdseed calls genotypes by fitting a Gaussian mixture model in the two-dimensional A-signal vs. B-signal space, using SNP-specific models to increase performance. Other algorithms have been proposed, including BRLMM (Bayesian Robust Linear Modeling using Mahalanobis distance, Rabbee and Speed, 2006), Chiamo++ (see Supplementary Material of The Wellcome Trust Case Control Consortium, 2007),

Figure 2 Signal intensity plots. Figure a) shows the idealized situation that all subjects can be assigned uniquely without measurement error to one of the three possible genotypes. Figure b) displays the more realistic scenario of a high quality SNP. Signal intensities of all subjects represent three clouds. The cloud of signal intensities for heterozygous subjects is not exactly between the clouds of the homozygous subjects. A slight shift is observed because of different probe affinities.

Figure 3 Signal intensity plots: X-axis: signal intensity of minor allele; y-axis: signal intensity of major allele; red: homozygous A; green: heterozygous; blue: homozygous B; black: no genotype assignment. The three genotypes can be distinguished clearly in Figure a, and the genotypes have been correctly assigned. The SNP has a high genotyping quality. For the SNP displayed in Figure b, the clouds are not separate. Furthermore, the calling algorithm split the cloud of heterozygous subjects, resulting in a high proportion of missing genotypes. The SNP thus has a low quality. Quality problems for the SNPs displayed in Figures c through f were only detected using cluster plots. Figure c shows a SNP where many subjects neither have a substantial intensity for the A nor for the B allele, giving a fourth cloud. Figure d shows a SNP exhibiting more than three clusters. In fact, this SNP has homologous sequences on chromosome 1 and chromosome Y. Figures e and f give the cluster plots for two study groups and their genotype assignments at the same SNP. First, this SNP shows more than three clouds. Second, the calling algorithm assigns different genotypes to the second cloud from the left. Specifically, in Figure e they are assigned as homozygous B, while they were called heterozygous in Figure f.
GEL (genotype calling using empirical likelihood, Nicolae et al., 2006), and SNiPer-HD (SNiPer-high density, Hua et al., 2007); most of these use a Bayesian approach and utilize prior information on the position of the clouds.

One important question is whether all subjects in a study should be called together. Clayton et al. (2005) showed that there might be a differential bias resulting in a displacement of genotype clouds between cases and controls. This differential bias may originate from the preparation of DNA samples in different laboratories or on different well-plates prior to high-throughput genotyping. Also, different DNA concentrations or a degeneration of the arrays over time might lead to differential bias. While the standard approach to genotype calling currently is separate calling of cases and controls, a joint calling of all subjects adjusting for this possible differential bias is preferable, especially when selec-
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tion, leading to substantially different genotype distributions between cases and controls, plays a role. To this end, Plagnol et al. (2007) recently proposed an expectation maximization algorithm to link cases and controls, or more generally samples from different DNA sources, during calling. Here, genotype frequencies are jointly calculated between cases and controls. Chiamo++ as developed for The Wellcome Trust Case Control Consortium (2007) follows a similar approach, but within a Bayesian framework.

To evaluate the quality of the genotype calls, the signal intensities for both alleles can be plotted together with the classification (Figure 3), and SNPs with dubious genotype assignments can be excluded. In the presence of CNVs the number of alleles varies between subjects and some markers may exhibit more than three clusters (Figure 3) or just greater variability.

The quality of signal intensity plots is typically judged by visual inspection by two independent and experienced readers. Consequently, in most applications to date, the cluster plots are not evaluated as the first step of the quality control procedure; instead, only the signal intensities from those SNPs that survive the following quality control and which show some evidence of association in the statistical analysis are plotted.

Already, there have been some attempts to automate the time-consuming cluster plot inspection. For example, Plagnol et al. (2007) designed a measure that captures the intuition that clouds of points should be well separated for a given SNP. For this, they consider the smallest difference between the centres of two adjacent clouds divided by the sum of the standard deviation for these two clouds. We (unpublished) not only consider the distance between clouds but also investigate the overlap of clusters. For this, we estimate an ellipsoid for each cloud and allow a sensitivity parameter to vary which determines the width of the cloud. Undoubtedly, more work needs to be done in this area.

Finally we note that the Affymetrix Genome-Wide Human SNP 5.0 and 6.0 Arrays, two of the newest chips, do not contain mismatch (MM) probes. In brief, on previous chips for each probe on the array that perfectly matches its target sequence, a paired “mismatch” probe was built to measure the magnitude of cross-hybridization (for details, see, e.g., Irizarry et al., 2003). This is of importance for some calling algorithms such as GEL (Nicolae et al., 2006), which explicitly model the difference between the perfect match (PM) intensity and the MM intensity. The absence of MM probe pairs has, however, been compensated for by a design change. On the 6.0 array, the probes of a pair of alleles are located on adjacent positions on the chip and are pairwise right-most embedded. In contrast, on the Affymetrix 500K Array Set, all probes were tiled as single probes, i.e., they did not necessarily occupy adjacent positions on the chip, and they were right-most embedded but not pairwise aligned. Therefore, MM intensities gave valuable information on background intensities for the Array set. This loss in information may, however, be compensated for by the optimized selection of probe pairs for the newer chips.

3.2 Cross platform and cross technology comparisons

High reproducibility of genotypes is important. Therefore, cross platform or cross technology comparisons should be performed for interesting findings. Specifically, sequencing a DNA fragment including the SNP or the use of a different technology like TaqMan® is advisable, and concordance statistics should be reported. Although no clear guidelines exist, the reproducibility of genotypes on the same platform should be around 99%, and the cross-platform concordance should not be below 95%.

3.3 Missing frequency per SNP

SNPs are of questionable quality if their genotyping failed in many individuals, or if for many probes, the calling algorithm was not able to assign a genotype from the signal intensities. Thus, an important quality criterion is the frequency of missing genotypes for each SNP. This criterion should be investigated separately for all study groups because of differential missingness. For example, in
The Wellcome Trust Case Control Consortium (2007) study, SNPs were excluded if they had a missing frequency of >3% in either study group. Similarly, Samani et al. (2007) excluded SNPs if they revealed >2% missing in either cases or controls.

### 3.4 Minor allele frequency

Unfortunately, many of the genotyped SNPs on the current Affymetrix arrays are monomorphic in all populations. Thus, they do not have two variants but just one. For instance, in the German data set analysed in Samani et al. (2007), 8% of the SNPs were monomorphic. The minor allele frequency is typically used as data filter. For example, 12.4% of the SNPs, including the monomorphic ones, had an allele frequency <1% for the minor allele in the Samani et al. (2007) study. Because of low power to detect an association between the SNP and the trait of interest, it is reasonable to exclude these SNPs at the outset. Therefore, SNPs are often excluded from analysis if the minor allele frequency (MAF) is low. The filter criterion typically varies with sample size and values varying from 1% to 5% are common.

### 3.5 Comparison of control groups

If more than one control group is available, as in The Wellcome Trust Case Control Consortium (2007), a comparison of the genotype frequencies between the control groups is advisable. Specifically, trends of genotypes should be identical, and an equivalence test is appropriate. Unfortunately, an equivalence Cochran-Armitage trend test is not available in any of the standard packages for GWAs.

### 3.6 Hardy-Weinberg equilibrium

A specific population genetic principle, which describes the relationship between allele and genotype frequencies, is often utilized as quality control measure. The general statement of the Hardy-Weinberg equilibrium (HWE) is that the genotype and allele frequencies in a large, randomly mating population remain stable over generations, and that there is a fixed relationship between allele and genotype frequencies (Ziegler and König, 2006). As a consequence, deviations from this relationship may point to quality problems in the genotyping procedure. However, because HWE is based on a number of assumptions, deviations may also occur in the absence of genotyping error, through mechanisms such as selection or assortative mating. As selection by disease status may affect HWE, a common recommendation is to check deviation from HWE only in the control group from a case-control study, and typically SNPs are excluded from further analysis if the test for deviation from HWE in the controls yields a p-value less than $10^{-4}$ (see, e.g., Samani et al., 2007; The Wellcome Trust Case Control Consortium, 2007). This approach can, however, be criticized in several ways, for instance, if the entire population is in HWE but the cases deviate from HWE, then the controls should also show a deviation from HWE (Wittke-Thompson, Pluzhnikov and Cox, 2005).

### 3.7 Quality control on the subject level

Several quality procedures are available that utilize subject level data. The complement of the SNP-wise missing frequency is the subject-wise missing frequency, usually termed the call rate. A typical choice is to exclude probands from the analysis who have been successfully genotyped at less than 97% of the SNPs. It is important to note that this number still includes the monomorphic SNPs. Furthermore, this number is sometimes lowered because of conditions outlined in a genotyping contract. For example, it might be that individual data are considered as of sufficient quality in the laboratory if the call rate exceeds 90%.
A good quality indicator is the heterozygosity across all SNPs. For example, if the heterozygosity is too high, this may be an indicator of DNA contamination. A typical approach is to estimate the mean (m) and standard deviation (SD) of the heterozygosity across all study subjects and to exclude all subjects outside of \( m \pm 3 \text{ SD} \). A common alternative is to identify and exclude outliers based on the histogram of heterozygosities.

A third criterion uses the relatedness of the subjects. Specifically, for a random pair of study subjects there is a 50% probability that a randomly chosen allele is identical in state. A substantial increase in this probability is an indicator of relatedness, and such subjects should either be excluded from a case-control study or appropriate adjustments should be performed.

### 3.8 Investigation of population stratification

*Population stratification*, that is, confounding by ethnicity, can lead to a substantial inflation of test statistics. It is therefore important either to demonstrate that population stratification is negligible in the data or to adequately adjust for population stratification. For example, Steffens et al. (2006) showed that there is only a minor degree of population substructure in the German population, and it is too low to be detectable from methods without using prior information of subpopulation membership (see, e.g., the structure approach of Pritchard, Stephens and Donnelly, 2000). If in addition, sampling is restricted to a small geographical region within Germany, like Bavaria, which is bounded to the South by the Alps, even greater population homogeneity can be expected (see, e.g., supplementary material of Samani et al., 2007).

If population substructure has to be taken into account, it might be possible to perform a stratified analysis using reported geographic location or ethnicity. Alternatively, one can estimate the extent of population heterogeneity. As the false positive fraction is expected to be increased when population stratification is ignored, one can compute the median over all test statistics with the theoretical median of the distribution of the test statistic under the null hypothesis (Devlin and Roeder, 1999). For illustration, a Q–Q-plot of all test statistics can be generated showing the degree of inflation of test statistics, and it has become standard to include the Q–Q-plot in the presentation of GWAs. If population substructure is present and there is no geographical information about the subjects, adjustment can be performed using genomic control (GC, Devlin and Roeder, 1999), structured association (Pritchard et al., 2000), or eigenstrat (Price et al., 2006). When possible it is sensible to restrict the Q–Q-plot and the GC approach to SNPs that are not associated with the trait of interest. Thus, there is a clear need for defining an appropriate set of GC SNPs. We note that the structure approach requires knowledge about the number of clusters in the population. Both approaches have been employed, e.g., by Sladek et al. (2007).

### 4 Frequentist and Bayesian Approaches to Analyses

All applied papers on GWAs start by reporting results from single marker tests of SNPs (Section 4.1). One reason for this is the computational burden in analysing hundreds of thousands of explanatory variables. Analyses using haplotypes (Section 4.2) and interactions (Section 4.3) are even more challenging and currently are therefore only used at later stages. We end by describing machine learning approaches for analysing GWAs (Section 4.4).

#### 4.1 Single marker analyses

Although single marker tests of SNPs represent the standard first approach to GWAs, the statistical test used for this primary analysis varies substantially (a detailed description of the different test statistics can be found in Ziegler and König, 2006). For example, Klein et al. (2005) and McPherson et al. (2007) tested for allelic association in their case-control analysis. As nicely explained by Sasieni
(1997), this test is only valid if HWE holds. Other authors therefore prefer to use the 1 degree of freedom Cochran-Armitage trend test, see, e.g., Samani et al. (2007) and The Wellcome Trust Case Control Consortium (2007). This test has reasonable power under all genetic models. An alternative is to use a two degree of freedom test or to test for the three standard genetic models, i.e., dominant, additive and recessive, to take the maximum of these and adjust for the three tests. This adjustment can be done by means of permutations (Freidlin et al., 2002) as utilized, e.g., by Sladek et al. (2007), or by using a conditional test, in which the correlation of the three test statistics is taken into account (Hothorn and Hothorn, unpublished). The latter approach might be preferable because the computational demands of permutation procedures can become excessive in GWAs.

Having fixed the primary analysis, the next important question is what can be declared significant in GWAs. This question is not novel, and the first suggestions trace back to Risch and Merikangas (1996), when GWAs were only remotely conceivable. A simple answer to this question would be to assume that the SNPs on the selected GWA panel are independent of each other. Then, if an array with 500 000 SNPs has been selected, the local significance level is $10^{-7}$ for a global significance level of 5% when the Bonferroni correction is applied. This simple approach has been used, e.g., by Klein et al. (2005) but it is conservative as it inappropriately assumes independence of SNPs on a SNP array. Therefore, some researchers have proposed using weaker local significance levels, like $10^{-8}$, $10^{-5}$ or even $10^{-4}$ (Arking et al., 2006), in order to account for LD. A possible method, suggested by Zondervan and Cardon (2007), is to assume a certain constant LD and so adjust the effective number of tests. Another tractable way to estimate the effective number of tests is to re-sample from available empirical data under the null hypothesis. Based on the ENCODE data, The International HapMap Consortium proposed a local significance level of $5.5 \times 10^{-8}$ (The International HapMap Consortium, 2005). A similar conclusion was reached using a permutation approach based on the data from The Wellcome Trust Case Control Consortium (Gusnanto and Dudbridge, 2007).

These suggestions focus on the evaluation of a single SNP only. However, if one SNP shows an association with the disease of interest and if this SNP is in strong LD with another SNP on the array, the other SNP should also be associated with the disease. Thus, it might be plausible to claim that a chromosomal region is interesting if two or more SNPs in modest to strong LD have nominal p-values below an even weaker threshold. Some research groups go even further and avoid formal significance thresholds at all. Instead, they order the results according to p-values and explore the SNPs with the lowest p-values first (Helgadottir et al., 2007).

This illustrates a fundamental difference between GWAs and, for instance, clinical trials with regard to the importance of false positive results: In clinical trials, a false positive finding may lead to patients being treated with an ineffective or even detrimental therapy; in GWAs, a false positive result merely increases the cost of following up the initial findings. More generally, a phase III clinical trial represents an endpoint and has direct clinical consequences, whereas a GWA is one element in the chain of genetic research.

Furthermore, there is the usual duality between type I and type II errors. And it is important to note that with the current sample sizes in use, i.e., approximately 1000 cases and 1000 controls per GWA, using a local type I error level of $10^{-6}$ and assuming a risk allele frequency of 0.2, the power is approximately 4% to detect an odds ratio (OR) of 1.3, which is a realistic assumption for complex diseases (see, e.g., Samani et al., 2007).

One might argue that improved procedures allowing for multiple testing of a large number of correlated tests might solve this problem. Lin (2005) developed a Monte-Carlo approach, modified by Dudbridge (2006), to approximating the joint distribution of test statistics along the entire genome. Although these approaches can be substantially more powerful than standard Bonferroni or Holm type methods, the computational effort is high. To reduce this, a number of approaches such as importance sampling (Kimmel and Shamir, 2006) could be used. Alternatively, one might perform a few permutations and then fit an extreme value distribution to the results for extrapolating the tail of the distribution. At the same time, the correlation of the test statistics may be taken into account by conditioning on the correlation structure (Dudbridge and Koeleman, 2004). Another approach would be to use joint
tests of groups of SNPs to avoid a multiple-testing penalty for individual SNP tests. For example, one could jointly test SNPs of groups of genes (Goeman et al., 2004) or form the sum or the product of a statistic over sets of SNPs (Hoh and Ott, 2003). However, these approaches have the disadvantage that it does not permit identifying the most promising individual SNPs (Balding, 2006).

One might also argue that the false discovery rate (FDR), which allows a controlled proportion of positive results to be false (Benjamini and Hochberg, 1995; Dudbridge, Gusnanto and Koeleman, 2006) would be more appropriate than the family-wise error rate (for a detailed discussion of these terms, see, e.g., Bretz, Landgrebe and Brunner, 2005). The FDR is often applied in gene expression studies where a fairly large proportion of tested null hypotheses are false. In GWAs, however, many more hypotheses and, even more important, many more false hypotheses are tested. Therefore, we cannot expect a remarkable difference between the FDR and the family-wise error rate in GWAs (Benjamini and Hochberg, 1995). Furthermore, the FDR is difficult to interpret for single SNPs or genes because only an expected value is controlled for.

These two approaches thus do not overcome the fundamental problem that formal statistical testing often is not the primary aim in a GWA. Instead, researchers are more interested in summarizing the available information. Furthermore, when a test is performed, it is of greater interest to know whether a SNP is worthy of further investigation.

The unsatisfactory nature of traditional approaches to multiple testing and to defining genome-wide significance has led some researchers to suggest the use of Bayesian alternatives. Bayes theorem tells us that

\[ P(H_0 \mid D) = \frac{P(D \mid H_0) \pi_0}{P(D \mid H_0) \pi_0 + P(D \mid H_1) (1 - \pi_0)}, \]

where \( H_0 \) and \( H_1 \) are alternative hypotheses, \( D \) represents the data and \( \pi_0 \) is the prior probability of \( H_0 \). Writing the corresponding formula for \( P(H_1 \mid D) \) and taking the ratio leads to

\[ \frac{P(H_0 \mid D)}{P(H_1 \mid D)} = \frac{P(D \mid H_0)}{P(D \mid H_1)} \frac{\pi_0}{1 - \pi_0}. \]

The ratio \( P(D \mid H_0)/P(D \mid H_1) \) is called the Bayes factor and measures the impact of the data on the support for \( H_0 \) in preference to \( H_1 \). Its use in genetic epidemiology, as an alternative to \( p \)-values, has been advocated by The Wellcome Trust Case Control Consortium (2007), and by Wakefield (2007). The interpretation of a Bayes factor is not dependent on whether other hypotheses are evaluated and so does not need an adjustment for multiple comparisons. The main drawbacks of Bayes factors are that they can be difficult to calculate when the hypotheses are complex, there is no generally accepted threshold for declaring preference for one hypothesis over another, and the Bayes factor can be very sensitive to the choice of priors on the parameters of the hypotheses (Kass and Raftery, 1995).

Wacholder et al. (2004) used Bayes theorem in the situation in which it is known that the data are significant at the \( \alpha\% \) test level and there is a single point alternative \( H_1 \). In those circumstances,

\[ P(H_0 \mid D) = \frac{\alpha \pi_0}{\alpha \pi_0 + (1 - \beta)(1 - \pi_0)}, \]

where \( 1 - \beta = P(D \mid H_1) \) is the power of the test and the corresponding Bayes factor is \( (1 - \beta)/\alpha \). Wacholder et al. called \( P(H_0 \mid D) \) the False Positive Report Probability (FPRP). This simple but important formula illustrates how the interpretation of data depends not only of the significance level, but also on the power of the study and on our prior assessment of the probability that \( H_0 \) holds. It is the fact that the \( p \)-value only captures part of the story that is at the root of many of its problems.

The FPRP applies when the only information that we have is that the test statistic is significant at the \( \alpha\% \) level and as such it might be very helpful when planning a study. However, once the data are collected we need to condition on the exact \( p \)-value and not merely on the knowledge that we have significance at the \( \alpha\% \) level (Thomas and Clayton, 2004). Once the data are collected, \( P(D \mid H_1) \) and

\[ \pi_0 \]

\[ \frac{P(D \mid H_0)}{P(D \mid H_1) \pi_0 + P(D \mid H_1) (1 - \pi_0)} \]

\[ \frac{P(D \mid H_0)}{P(D \mid H_1)} \frac{\pi_0}{1 - \pi_0}. \]
$P(D \mid H_0)$ are no longer tail areas but instead are values of probability density and the formula for calculating $P(H_0 \mid D)$ needs to be changed accordingly. This point was noted by Wakefield (2007) who described the resulting calculation as a Bayesian False Discovery Probability (BFDP) and by Samani et al. (2007) who called it a modified FPRP. As Bayes factors and posterior probabilities can be time-consuming to evaluate when the hypotheses depend on several parameters, it may not be practical to perform a full Bayesian analysis of a GWA. A sensible alternative is to perform simpler Bayesian calculations using more tightly specified hypotheses and only for SNPs that appear interesting to follow this with sensitivity analyses and calculations for the fuller hypotheses. This was the approach described in the supplementary material of Samani et al. (2007).

A plausible estimate for the prior odds of true association at any specified locus might be of the order of 1000000:1 against, for example, on the basis of 1000000 ‘independent’ regions of the genome and an expectation of 10 detectable genes involved in the condition. It is thus possible to perform a Bayesian analysis using a uniform a priori distribution. Other plausible estimates might vary from this by an order of magnitude in either direction. Then, assuming a power of 0.5 and a significance threshold of $5 \times 10^{-7}$, the posterior odds in favour of a ‘hit’ being a true association would be 10:1 (The Wellcome Trust Case Control Consortium, 2007, Supplementary Material).

4.2 Haplotype analyses

As described above, the main statistical analyses of a GWA are univariate tests of single SNPs. Based on these results various in-depth analyses may then be performed.

A standard approach is the haplotype analysis of SNPs in a chromosomal region of interest. There are several reasons why haplotypes are interesting (for overviews see, e.g., Clark, 2004; Ziegler and König, 2006), and a thorough discussion has been given by, e.g., Clayton, Chapman and Cooper (2004). First, haplotypes are biologically relevant. For example, Fitz et al. (2003) investigated influences of, and interactions between, mutations in the RET proto-oncogene (OMIM *164761) and polymorphisms on the development of Morbus Hirschsprung (OMIM #142623). In patients with a more severe and a milder form, they found that the $-5G > A$ polymorphism modulated the phenotypic influences of mutations in the RET gene. Because the $-5A$ variant was associated with the milder form when it was on the same chromosome as the mutation, it seems that the $-5A$ allele has a protective effect, and the RET haplotype seems to influence disease severity. Second, one may say that variations in populations are inherently structured in haplotypes so that these represent the natural unit for analyses. Most importantly, even in GWAs we cannot assume that the disease causing variant is included on the array. Therefore, haplotype analyses can have greater power than single marker analyses (Allen and Satten, 2007).

Because haplotypes are rarely directly observed, comparisons of haplotype frequencies between cases and controls need to be based on estimates of the frequencies. In practice, a number of algorithms are available for this (Epstein and Satten, 2003; Schaid et al., 2002; Stram et al., 2003; Tregouet et al., 2002), and usually a likelihood ratio or a score test is employed for comparing cases and controls. Here, one has to be careful because the data will become sparse with an increasing number of different haplotypes so that the standard approximation to the $\chi^2$ distribution might be inappropriate. Therefore, many investigators prefer using a permutation approach (Schaid et al., 2002). Another limitation is that many haplotype estimation algorithms rely on the assumption of HWE, a point discussed in detail by, e.g., Schaid (2004); see Wellek (2004) for an equivalence test for HWE. Extensions of this basic approach to haplotype analysis are typically based on the framework of generalized linear models and allow for the inclusion of further variables such as environmental covariates and interactions between environmental effects and haplotypes (Epstein and Satten, 2003; Kwee et al., 2007; Schaid et al., 2002; Spinka, Carroll and Chatterjee, 2005; Tregouet and Garelle, 2007).

The haplotype approaches are based on the assumption that, in the vicinity of a predisposing functional variant, haplotypes carrying this variant (case haplotypes) are more related than haplotypes not
carrying the variant (random haplotypes). Therefore, the expectation is that the case haplotypes share significantly longer stretches of DNA around the variant (te Meerman, van der Meulen and Sandkuijl, 1995), and this is the basic idea of haplotypes sharing approaches and cladistic trees (Beckmann et al., 2005; de Andrade and Allen, 2007). Although the power of statistical methods based on haplotype sharing depends strongly on the recombinational and mutational history of the underlying population, it can be dramatically higher than single locus tests (Allen and Satten, 2007). Furthermore, it might be possible to better localize the functionally relevant gene or even a functionally variant than with single locus analyses (for an interesting application, see, e.g., Foerster et al., 2005).

Many of the above-mentioned approaches are not tailored for an analysis of the entire array or sliding windows of haplotypes because of the computational burden, and computational feasibility is an important area of current research. For example, Lin et al. (2004) proposed exhaustive testing of haplotype associations over all possible windows of segments, using a computationally efficient permutation procedure to assess the significance of these correlated tests.

Another area of active research based on haplotypes that has received great attention in the past few months are imputation approaches allowing to test untyped variants by coupling typed SNPs with external information from databases describing LD patterns across the genome (Abecasis, 2007; Epstein, Allen and Satten, 2007; Marchini et al., 2007; Servin and Stephens, 2007). These approaches are important for pooled analyses of multiple GWAs for identifying common alleles with small effects. Although it is possible to use SNPs that tag the variant of interest well as proxies for these analyses, the analysis of all SNPs available in a database might be less cumbersome if these have been imputed.

### 4.3 Gene-gene and gene-environment interactions

Empirical evidence supports the idea that the interplay of genes and environmental factors affects many common diseases (Kraft et al., 2007). A classical example of epistasis, a special case of gene-gene interaction, is the coat colour in the Labrador retriever (Templeton, Stewart and Fletcher, 1977). These dogs are typically black, brown or yellow, and this is determined by the tyrosinase related protein 1 (TYRP1; usually termed the brown locus) and the melanocortin 1 receptor gene (MC1R; usually termed the extension locus). Dogs that are homozygous ee at the extension locus are yellow irrespective of their genotype at the brown locus. If, in contrast, the Labrador carries at least one E allele, coat colour depends on the genotype at the brown locus. Specifically, if a dog is homozygous bb at the brown locus, its coat colour is brown, otherwise, it is black. An example of epistasis in humans that has received considerable attention and that has been questioned is the interplay of the DLG5 and CARD15 genes in Crohns disease (Stoll et al., 2004).

An interesting example of gene-environment interaction, possibly without a marginal gene effect is the interplay of exposure to pesticides and the C3435T polymorphism of the MDR1 gene with regard to Parkinsons disease (Drozdzik et al., 2003; Furuno et al., 2002).

These examples demonstrate the possible importance of interactions. However, its investigation in GWAs poses a challenge with regard to both multiple testing and computational burden. For instance, if we consider 300,000 SNPs, the number of SNP pairs to be analyzed is close to 100 billion, and this figure does not even include higher order interactions. Interestingly, though, Marchini et al. (2005) showed that the exhaustive testing of all possible pairwise gene-gene interactions is a computationally feasible undertaking in GWAs given a large computer cluster. Nevertheless, a number of open issues remain. First, there usually is no a priori hypothesis about the specific interaction model, leaving us with four degrees of freedom for the main effects and the same number of degrees of freedom for the interactions. And in contrast to single SNP analyses, it is unclear how the interaction should be modelled with fewer degrees of freedom to maintain good power under a wide variety of genetic interaction models. Second, even if there is a way to adequately model gene-gene interactions, the power to detect these is likely to be fairly low.
When studying gene-environment interactions, the complexity of the model is determined by the measurement scale of the environmental factor. In contrast to gene-gene interactions, the situation can be simplified by using the case-only study design. As pointed out by many authors, this needs, however, to be carried out with care (see, e.g., Schmidt and Schaid, 1999). One caveat is that subtle undetected gene-environment correlations can greatly bias case-only interaction estimates (Kraft et al., 2007).

All these examples underline the importance of studying gene-gene and gene-environment interactions but they also demonstrate that no clear recommendation on how to handle these in GWAs can be given as yet and that further work is required in this area.

4.4 Machine learning approaches for analysing genome-wide association studies

In addition to the frequentist and Bayesian approaches for analysing GWAs discussed above, a number of machine learning procedures are available which may be adapted for this scenario (König et al., 2008; Ziegler et al., 2007). A number of attempts in this direction have been made, and, to give an example, at the latest Genetic Analysis Workshop in 2006, several of these including random forests (Breiman, 2001), logistic trees with unbiased selection (LOTUS, Chan and Loh, 2004), and logic regression (Kooperberg et al., 2001) were applied to the analysis of simulated and real GWA data sets. As primary advantages, these essentially non-parametric methods can better handle the situation of many SNPs and additional variables being assessed in relatively small samples. They are often less prone to overfitting and less computationally intensive than conventional tests, although not all current available implementations keep this promise. These methods claim to be able to handle higher-order interactions as well as pairwise effects. Depending on the method employed, however, this might again prove to be problematic. For instance, the detection of a SNP-SNP interaction using random forests requires that these two SNPs have been selected jointly in a sufficient number of trees. To give a simple example, if we grow a random forest with $\sqrt{500\,000} \approx 700$ SNPs per tree, the probability that two specific SNPs occur in the same tree approximates $2 \times 10^{-6}$, so that at least 500,000 trees have to be grown in the forest to make sure that this combination is expected to be represented at least once. This makes it computationally challenging.

One further interesting potential of machine learning algorithms pertains to the aspired aim of the study. As described above, the typical aim of a GWA is to detect differences in genotype frequencies between cases and controls, and thus to identify possible candidate SNPs in interesting genetic regions. Another aim, though, may be to predict the disease status or, more generally, the phenotype of a proband as correctly as possible based on a set of SNPs (Ziegler et al., 2007). This can only indirectly be achieved by classical methodology, but usually is the explicit target of machine learning procedures. In conclusion, it seems that for GWAs, machine learning methods may be useful additional tools for data mining, as well as for parts of gene identification and disease prediction.

5 Accumulating the Evidence in Multistage Procedures

The use of multistage procedures has always been common practice in genetic epidemiological studies (Böddeker and Ziegler, 2001). Using a GWA as the first step in a multistage procedure is attractive for a number of reasons. The first motivation, which is typical of classical biometrical applications, is to decrease the required sample sizes or, more generally, the cost of the study. To this end, several suggestions have been made for adapting formal group sequential approaches to the specific situation of GWAs (Lin, 2006; Müller, Pahl and Schäfer, 2007; Satagopan and Elston, 2003; Satagopan, Venkatraman and Begg, 2004; Wang et al., 2006). In which sense are these classical designs adapted? The proposed designs differ in three aspects from the typical group sequential clinical trials. Firstly, the primary aim in clinical trials usually is to stop a trial early in case of significance. The aim in GWAs,
however, typically is to extract those SNPs in the first stage with promising effects and avoiding expenditure on SNPs that have no prospect of reaching significance (König and Ziegler, 2003). Secondly, stopping early does not result in the termination of the entire study, but merely in a focus on those promising SNPs. These are then genotyped in additional samples of cases and controls, and test statistics are combined from both stages. The final specific feature of sequential designs for GWAs is that minimizing the sample size cannot be equated with minimizing the costs. Indeed, even minimizing the number of genotypings in the entire study does not minimize the costs, because genotyping in the first stage using an available chip is much less expensive than later genotyping of fewer selected SNPs.

These aspects are considered, so that a cost efficient two-stage design can be specified. To give an example, using the design suggested by Wang et al. (2006), upon specification of the power (90%), the overall significance level (one-sided $10^{-7}$), the variant allele frequency (0.2), the odds ratio (1.35), the cost per genotype in the first stage (0.2 cents) and in the second stage (3.5 cents), the nominal significance levels for both stages is derived (0.00373 and $1.7 \times 10^{-7}$) as well as the required sample sizes for both stages (1920 and 4458). Other proposed designs additionally take into account the cost of phenotyping (Müller et al., 2007) or the dependency structure between SNPs (Lin, 2006). To date, we are not aware of any GWA having actually implemented a formal group sequential design despite the obvious potential to save costs. To speculate, this may be explained by the difficulty of specifying the effect sizes and allele frequencies ahead of the study. What is more, a universal effect and frequency needs to be defined, but in practice, the values are likely to differ remarkably between the SNPs. Also, the research team may be reluctant to base the decision to carry a SNP forward merely on the value of the single SNP test statistic or $p$-value instead of taking an entire region into account.

A second reason for a multistage procedure is that one may wish to follow up a result in more detail by increasing the marker density in interesting regions. In practice, this is either done in a separate analysis (e.g., Nam et al., 2007) or in concert with a group sequential design as described above (Wang et al., 2006).

Finally, it has always been emphasized that results from genetic association studies need to be confirmed in independent samples to rule out systematic effects like genotyping error or population stratification. This pertains even more to GWAs, where there is rarely a strict control of the type I error and thus random positive findings also need to be excluded. Therefore, after a first GWA, improving the credibility of a result by confirming it in additional studies or analyses is desirable. Here, the simplest case with many examples is that SNPs having shown association in a GWA are genotyped in an independent sample either within a second GWA (Samani et al., 2007) or in a small-scale confirmation study (e.g., Herbert et al., 2006; Hunter et al., 2007). Overall, it seems to have become standard practice to include confirmation results from independent samples in the publication of the original GWA (also see NCI-NHGRI Working Group on Replication in Association Studies, 2007). When a number of studies have been performed using the same SNPs, their results can be combined in meta-analyses. These provide increased power, help in identifying false positives due to biases in individual studies and highlight heterogeneity, which may itself be interesting (Ioannidis, Patsopoulos and Evangelou, 2007). To do meta-analyses without publication bias requires access to the full set of results from each GWA, and this provides a strong argument for appropriate data sharing policies of GWAs data. Researchers are encouraged to discuss this point with ethics committees, data protection agencies and institutional review boards (IRBs) when a study is initiated. This issue might be even more complicated when additional information, such as family structure and segregation of a disease in families is collected. This is in contrast to the policy by the National Institutes of Health (NIH) (specifically, see notice numbers NOT-OD-08-013 and NOT-OD-07-088) and supports the position of the International Genetic Epidemiology Society that original study investigators should be allowed to maintain the data in non-Federal databases to minimize re-identification and other risks for misuse. Even the authors of this article do not agree in whether data should automatically be released publicly.
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6 The Future: Whole Genome Sequencing

The next challenges already knock at our doors. Whole-genome sequencing, i.e., the sequencing of the equivalent of an entire human genome for $1000 has been announced as a goal for the genetics community, and new sequencing technologies suggest that reaching this goal is a matter of when, rather than if (see the *Nature Genetics* “Question of the Year”). This will replace the SNP typing, thus the indirect approach for the identification of disease genes and genetic risk factors. Specifically, it will be economically feasible to screen entire genes, which are likely to harbour functionally relevant DNA variants, or even chromosomes allowing studying effects of non-coding genetic regions (Ropers, 2007). As a consequence, biostatisticians have to be prepared for the analysis of several millions of independent variables at a time because the length of the entire human genome is $\sim 3.2 \times 10^9$.

At the same time, massive data from other sources will be brought in. For example, the first genome-wide association study of global gene expression has recently been published including $\sim 400\,000$ SNPs and $\sim 55\,000$ transcripts representing $\sim 20\,000$ genes (Dixon et al., 2007). Thus, a combination of genomic data with transcriptomic data and proteomic data together with the metabolic response to drugs will be an area of research requiring our expertise.

We are convinced that the work at these cutting edges of interdisciplinary research will be fascinating, and we look forward to the prosperous future of biostatistics.
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