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In “Principal Stratification Designs to Estimatepurt Data Missing due to Death,” Frangakis, Rubin, &nd
MaKenzie (hereafter FRAM) propose an analysis tavtlat may seem impossible: to recover input dada th
are missing due to death and then use the (olisanagmissing) input data to predict death. FRAldve
that, under certain assumptions, this can be dathetie introduction of an additional variable gatment,”
that possesses certain desirable properties.

We organize our comments as follows. First, wa@néthe logic behind FRAM’s analysis from the
perspective of contingency table analysis. Secwittl insights from this perspective, we will coler the
implications of FRAM'’s analysis. Third, we discussme considerations that should be taken intowaxtco
in practice.

From Principal Stratification to Statistical L everage

It appears that FRAM’s analysis hinges on the motibprincipal stratification (Angrist, Imbens, aRdibin
1996; Frangakis and Rubin 2002), i.e., the idetadisarete subpopulations, or strata, have dispatierns
of response to a treatment (called Z in the pap&or simplicity, we focus on the main case disedsby
FRAM: there are only two strata: a stratum of “arwaurvivors” regardless of the treatment, andarot
stratum of “protectable” patients whose lives carsaved, but who cannot be harmed, by the treatment
Here the principal stratification assumption carrdqgaced by a less restrictive assumption:

Assumption 2. If treatment is Z=1 then the person must be aiv@ months (S=1) or, equivalently,
P[S=1|z=1]=1.

Assumption 2is true if FRAM’s assumption 2 is true, but asstimp?2 invokes neither potential outcomes
nor principal stratification. The crucial ignoréiyi assumption 1 of FRAM is that the assignmenZaé
independent of both stratum membership and inptat @, conditional on covariate X (see below farnm
on this assumption).

We note that covariate X plays no special rolERAM'’s paper except to make the ignorability

assumption plausible. Thus, the discussion thtws is conditional on X. In terms of time ordagi the
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input data, A, exist prior to the critical evenefl an injury), the treatment Z occurs shortlyratte injury
but prior to death, and S denotes death (here caslddf the subject is alive 3 months after therinand O
otherwise). Note that S is always observed soSsn the FRAM paper, and furthermore

S=7S(1) + (1-2)S(0) where S(z) denotes the potkaticome when the treatment Z=z. Z is always
observed, but A is observed only if S=1.

Since Z, S, and A are all binary, we can captueg fbint distribution with a 3-way cross-classdie
contingency table, shown in Table 1. We ugetédenote the frequency count in the cross-classthble
for the cell Z=i, S=j, and A=k, with i =0, 1, j =Q, and k =0, 1. We use the plus sign, “+", in shéscript to
denote the subtotal for summation over a particgldnscript. Two features stand out in Table XstFsince
all patients who received the treatment (Z=1) sadj the third row (representing Z=1, S=0) contains
structural zeros. Second, while we know the sabtuftthe first row, representing the situatiorzef, S=0,
we do not know the distribution of A in that rowndeed, recovering this distribution from patiewtso had
died before the interview is a main research objedtere. Due to these two unique features, Thble
differs from the usual 2x2x2 contingency table. ¥4# such as table as Table 1 a “partial conticgen
table.”

How can we recover the distribution of A in thevrim the partial contingency table? We make use
of the ignorability assumption in FRAM’s approactdaour assumption 2 Assumption 2sets the third row
(Z=1, S=0) to structural zeros so thatoE Fi10, and k.= F111. The independence assumption for the
relationship between Z and A means that the odds=a@fversus A=0 is the same across the two difteren
values of Z. We thus have the following constraint

F1+1/F140 = Fr1d/ F110= (Foo1 + Fo11)/(Fooo + Foro)- (1)

We then add to equation (1) the known informatkwat t

Fooo + Foo1 = Foo+ - 2)

We can easily solve equations (1) and (2) for twknowns, koo, Foor. In Table 2, we present our numerical
results based on the information provided by FRAWtheir data from the National Study on the Casid

Outcome of Trauma Centers (NSCOT). There may ka8l sliscrepancies between our results and the lactua
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results, since we recovered counts from FRAM’singabresults in percentages. Following FRAM, weoal
treat the illustrative example as if we have popaoitadata and thus do not consider statisticalr@rfee
issues.

From the approach of a contingency table analygissee why FRAM’s analysis works. We think
that our contingency table approach is more intelitind more straightforward. One advantage of our
approach is that equation (1) clearly reveals Hmwnissing information pertaining to the distrilomtiof A
for the dead group (Z=0, S=0) is recovered: it pensates the distribution of A among untreatedigars
(Z=0, S=1) so that the combined distribution eqtiads of the treated group (Z=1). Everything ddség
equal, the distribution of A among the dead (Z=80)9mnoves in the same direction as the distributibA
in the treated group (Z=1) and in the oppositediiioa from that of the distribution of A among wzdted
survivors (Z=0, S=1). We are clearly borrowingoimhation from other related groups. Itis as tHoug
are able to move an enormous object by a mechdeigal. Thus, FRAM’s approach is an exemplary case
of using “statistical leverage.”

Implicationsfor Research Objectives

In FRAM'’s analysis using statistical leverage, ddiional treatment variable can recover the mgsin
information about input data. We showed earliet the were able to fill in the cells of missing alat
Table 2 for their numerical example. How well dttes recovered information serve the original otijes
of the substantive research? To answer this quredét us visit the research objectives that FRAM’
analysis is intended to help achieve. The abstiaerly states the two research objective: (1easure
‘input’ variables, which describe the period beftre critical event, and to characterize the distion of
input variables in the cohort”; and (2) “to meastngtput’ variables, primarily mortality, after thezitical
event, and to characterize the predictive (conagtipdistribution of mortality given the input vables in
the cohort.”

If we are to take the first objective literallyis not necessary to fill in the missing dataywasdid in

Table 2. By assumption, the distribution of thputvariable (A) is independent of Z. Thus, thetridution



Xie and Murphy, Page 4

of the input variable (A) conditional on Z also delses the unconditional distribution of the inpatiable
(A), as the following is true by the ignorabilitgsumption (assumption 1):

P(A = 1|Z=1) = P(A = 1|Z=0) = P(A = 1). (3)

Of course, this does not tell us P(A|]Z=0, S=0),clihdan only be recovered after missing values are
estimated.

Achieving the second research objective reqareadditional assumption; here we use assumption
2. If we take the stated objective literally, lesearcher is interested in the following quartifa the
entire population:

P(S=0|A=k), k=0,1 (4)

We can further decompose these quantities by texdtsiatus (2):
P(S=0|A=k) = P(S=0|A=k, Z=0) P(Z=0|A=k) + P(S=0|AZkc1) P(Z=1|A=k), (5)
= P(S=0|A=k, Z=0) P(Z=0) + P(S=0|A=k, ZR(Z=1)
= P(S=0|A=k, Z=0) P(Z=0).
Note that we obtained the second line of equatdioy using the independence assumption and théras
of equation (5) by using the information that albgcts survive if treated (Z=1). Because P(Zs0) i
unrelated to A, this term is cancelled in the folerfor the relative risk, the ratio of conditiormbbabilities:

[P(S=0|A=1)] / [P(S=0|A=0)] = [P(S=0|A=1, Z=0)]P(S=0|A=0, Z=0)]. (6)
Equation (6) can be estimated using our partiatiogancy table approach by

[Foo/(Foo* Fo11)] / [Food (Fooo+ Fo0)]- (7)

We present our numerical results using equatiofiofthe illustrative example.

Two comments concerning the second research olgewte in order. First, if we wish to know the
mortality rates by the values of the input varialilés necessary to know the proportion not reicgjv
treatment in the population, P(Z=0). When theaedeer is interested only in the relative riskpdds-ratio,
by the input variable, P(Z=0) can be ignored. 8d¢the appearance that the group of treated pe(Zeri)
do not seem to affect the relative risk in equaf®nis misleading, as these persons affect thmason of

the missing information as part of the “statistieslerage” discussed earlier.
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Practical Considerations

Although FRAM'’s analysis allows the researchernocaver missing data that are not missing at random
through the power of statistical leverage, impletagon is not trivial. Below, we discuss some
considerations that researchers should take irtoust when adapting the analysis in practice.

First of all, the researcher needs to carefullysiaer the treatment variable Z. A number of
qguestions arise:

(a) Is Z an existing treatment in practice or a newrmention as part of the study design?

(b) If the researcher does not manipulate Z, are wefaable with the assumption that Z and A

are independent conditional on covariates?

(c) If the administrator knows the effectiveness oBat prevents her/him from “over-prescribing”

the treatment to reduce deaths?

(d) Does the effectiveness of Z vary with time, locafipopulation, or the proportion being treated?
While the first two questions are straightforwaad,they are concerned with the ignorability assionpthe
last two questions need some discussion.

Let us generalize the idea of principal stratiiima. Suppose the population is not divided into t
strata--those who always survive and those wheled by treatment--but numerous subclasses
characterized by the degree to which treatmentigstmurvival. That is, the counter-factual resgons
function for person i is a continuous score, dependn the person’s latent response function R,

R = S(1) - S(0). Under the common assumption of monotoniditydrist, Imbens, and Rubin 1996;
Frangakis and Rubin 2002), we specify that R < 1. Further imagine that because the administitadr
knows additional information (unknown to the reshar) about patients’ and hospitals’ conditionsphe
she would assign Z to those patients who would fitemest from the treatment. That is, we entertaia
possibility that the likelihood of receiving Z isrcelated with the amount of treatment effect Rhewthis
is the case, increasing the proportion of Z necigsasults in lowering the average treatment effeeness
of treatment Z, as the composition of the strataoeiving treatment (Z=1) has changed from having a

higher average R score towards having a lower gegRascore (i.e., from benefiting more on average t
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benefiting less on average). This discussiontiifiies a practical difficulty with the principalatification
approach in general: we do not know individualshmberships in the various strata, as the existehtteeo
strata can only be inferred from the group levEhus, we may view principal strata either as dgitin
subpopulations with distinct response patterns@ggregations of heterogeneous individuals with
somewhat similar response patterns. The lattenimal perspective is consistent with the view of
heterogeneous treatment effects at the individaadll Our concern is that if we accept the nominal
perspective, policy or technological changes camngb the proportion and at the same time the coitigpos
of the group of subjects receiving treatment. Brogs of principal strata, nominally defined, #raes not
fixed and are subject to change.

We next consider the role of the covariates Xonfrthe perspective of assumptions needed to make
FRAM'’s analysis work, X precedes both A and Z amdeied makes them independent of each other
conditional on X. From the perspective of datdemiion, X was not provided in the interview, asviuld,
like A, then be truncated by death. Conceptudllgast, one would like to condition on a rich gkt
covariates before accepting the conditional inddpane assumption. For example, we would like twakn
a person’s medical history, demographics, and fasgtioeconomic status. Needless to say, it is not
possible to condition on them if they are considgrart of A instead of X. In other words, an inpatiable
A and a covariate X differ in two respects: (1)X0bserved, whereas A is only partially observei X(is
to be conditioned on, whereas A and Z are assumbd tonditionally independent. Strict associatbn
partial observability with the conditional assuroptis more a practical convenience than a necessary
condition justified by science. Conceptually ade it is possible that we may wish to condition o
covariates that may only be partially observedweher, not observing them in practice would forsgau
convert them into input data (A) that would thereadé¢o satisfy the independent assumption.

There is no easy and magic solution to this probl&¥e recommend that the researcher collect
more and better data as a possible remedy. Orstbpitg is to use administrative records (suchlesdeath
certificates and medical records). Another poBsibis to interview surviving family members forgxy

reports. In general, better data can yield farenstatistical information than can be achievedugh
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statistical leverage. In the approach of pushargetter observed data, the boundary between ohgtat
and covariates is blurred.

Conclusion

The FRAM analysis is intuitively appealing, andatelely easy to implement. One of the most intiémgs
features of the analysis is that it allows the aedgers to impute data that do not satisfy theriginitity
assumption alone, but undemadel that satisfies ignorability.

If the input data were to satisfy the ignorabiliigsumption, the distribution of the input data ldou
be the same between survivors and non-survivohss i$ clearly implausible and is rejected by FRAM.
Even after introducing a new treatment, FRAMmbb assume ignorability in the distribution of the uhp
data between survivors and the non-survivors witlgatment status. Rather, the ignorability assionps
imposed on the two-way marginal association betwkertreatment variable and the input variablilbis
restriction allows FRAM to recover missing inputalamong non-survivors.

How well FRAM'’s analysis will work in practice & substantive question that will depend on
concrete applications. At the minimum, the newalgsis provides alternative estimates so as toachearize
the distribution of input data and the associalietween the input data and the risk of deathss &kercise
is informative even if one does not necessarilyelvel that the underlying model is correct, for the
alternative estimates provide some sensible angiblle bases for the researcher to critique andawg
upon. For this and many other reasons previoustudsed, we recommend this article to all who are
interested in the topics it covers: missing dasaisal inference, principal stratification, and aéurt
contingency table.
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Table 1: Partial Three-Way Cross-Classified Frequérable by Z, S, and A.

Z S A=0 A=1 Sub-Total
0 0 Fooo Foo1 Foo+
1 Fo11 Foi+
1 0
1 Fr10 Fiia Fiis

Note: Entry B refers to the frequency cross-classified by Z=j, 8nd A=k. Cells shaded gray are not
observed but estimated. Cells shaded by slantdd gre not allowed by assumption.

Table 2: Numerical Example using the NSCOT DatdtierPartial Three-Way Cross-Classified Frequency
by Z, S, and A, by Covariate X.

X = low injury severity

Z

A=0

A=1

Sub-Total

s
0 0 3 14 17

1 257 72 329
1 2

Note: Cells shaded gray are not observed but etgin€ells shaded by slanted grids are not alldwyed

assumption. Estimated relative risk of death4s11

X = high injury severity

Z

S

A=0

A=1

Sub-Total

0 0 18 6 24
1 95 5 100
1 2

Note: Cells shaded gray are not observed but etginaCells shaded by slanted grids are not alldwyed

assumption. Estimated relative risk of death i4: 3




