Q: What is the difference in the random effect model and the GEE model and population average model for continuous outcomes?  Also, how would you interpret each of the parameters?
 A: GEE model and population average model for continuous outcomes are the same. When you have continuous outcomes the interpretation of the regression coefficients (beta0, beta1) is the same under a marginal model (that is a population average model) and under a model for random effect  and under a transitional model.  When you have binary outcomes, the interpretation of the regression coefficients (beta0,beta1) under  a marginal model is different than the interpretation of the regression coefficients under a random effect model (beta0*,beta1*) and is different than the interpretation of the regression coefficients under a transitional model (beta0**,beta1**).

Q:     In all longitudinal data, are there three sources of variance: between subject variance, within subject variance, measurement errors? 

 

A: Yes, this is the maximum number of variance components that we can estimate
 

Q: I saw in the slide 12 of lecture “Linear Models for Correlated Data: Example”, uniform correlation model only lists two sources of random variation. I am not  sure about it.

 

A: In that case we are assuming that there is a measurement error + between subject variance only
 

Q: How to explain the variance between and within subject? 

In the marginal model,   = 2 between / (2 between + 2 within) is interpreted as the within-subject correlation between measurements on the same subject, but it also denotes fraction of variance between subject / total variance. Two  seem to have different meaning to me. 

 

A: A linear regression model with random intercept is equivalent to a marginal model with a uniform correlation structure. You can calculate rho in both models. In the first model, rho is the correlation between the repeated measures on the same subject, in the second model rho is the fraction of the total variance that is explained by the between subject variance. These are two equivalent interpretation of the parameter rho
 

Q: To me, similar confusions appear in the following place: In random effect model with random intercept:  Yij=X + Ui + Zij; var (Ui)= 2 : between subject variance. Var(Zij)= 2 : within subject variance.  =2  / (2 +2 ): between subject / total variance

 

In marginal model with uniform correlation: E(Yij)= X, which is equivalent to

random effect model with random intercept .

                        1   ….          2 +2  2       2  …….     2       
  1  ….         2        2 +2   2……… 2        
               V0=  2 total  …….……..    =      

   …. 1         2        2   2……2 +2   2        
   ….  1        2        2   2……… 2     2 +2          
      But here, 2 : variance between measurements on same subject

                      2 : variance within measurement on same subject

                       : fraction of variance between measurements on same subject.   In this covariance matrix, how to see the variance between subject? How to explain 

     2 ,2 and  correctly and let them have consistent meaning?

 

A:In the marginal model, you goal is to make inference on average for the entire population accounting for the correlation, so that is way you don't need to discuss v^2
 

Although the marginal model and the random effect model in this case are perfectly equivalent you will use one or the other depending on what is the scientific question. If the scientific question is a treatment effects on average for the entire population, then you fit a marginal model and estimate beta and rho. If the scientific question is whether there is a variability across subjects in the rate of change then you estimate a random effect model and look at the interpretation of v^2
 

Q:   Random effect model with random intercept is equivalent to marginal model wit uniform correlation covariance, what marginal model is random effect 

model with random slope equivalent to?  

 

A: A model with random slope and random intercept correspond to a marginal model with a correlation structure much more complicated than the uniform. See the text book
 

 

 Q: For logistic regression in LDA, could we use autocorrelation function and variogram to explore the correlation structure of binary outcome variable? 

A:  the answer is NO, cite the paper on the lorelogram

 

Q  What exactly is a link function?  You mentioned that GLM involves a link function and a sampling distribution.
 

Q  What are the two odds that are being divided in the OR that is used to model the correlation between binary data [e.g., which probability in the OR represents 1 - P(Yij=1, Yik=1)]? 
 

QThis is a conceptual question: for the marginal logistic model, exp(beta1) is interpreted as the odds of infection in a subpopulation of children with vitamin A deficiency relative to a different subpopulation of children without vitamin A deficiency.  This makes sense.  For exp(beta1*), the notes state that it is the odds of infection for a child with random effect Ui when he/she is vitamin A deficient relative to when the SAME child is not vitamin A deficient.  How does one calculate the two odds for exp(beta1*) if they are derived from the SAME child under two (simultaneously?) different exposure categories (i.e., vitamin A deficient and not vitamin A deficient).  They appear to be counterfactual states.

Q Even if the variogram does not show a need for random intercept, but in an unbalanced study every subject does start with a different level of response which needs to be accounted for. How could we explain that?


Q When calculating the AIC for choosing the best model, each structure
would have fixed no of parameters to be estimated, could you let us know these standard parameters?


Q Can we do any selection methods when we are specifying a correlation
structure, eg if we are starting out with say 15 variables. What is the
appropriate procedure?


Q If we have random intercept and random slope in the model how the command in stata change?


Q for robust estimation with maximum likelihood, I think you mentioned
that the indipendent variables have to be categorical, do all the variables in the model have to be categorical, can we use this method for continuous predictors?
