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2.11 Other Distributional Results and Quadratic Forms

Definition: A random variable U is said to have a non-central chi square
distribution with v degrees of freedom and non-centrality parameter ¢ if
it can be expressed as U = Y%, Z? where (Z1,...,7,) are independent

1
Gaussian random variables with unit variance and § = [Y7_, F(Z;)*]*.
We write

U~ XZ(Va 5)

Note that an ordinary or central chi square distribution is the special
case of the non-central distribution with 6 = 0. Note also that there are
several ways that the non-centrality parameter is defined in the literature.
Here, it is defined as the length of the mean vector of the Z;’s. Other
authors define a non-centrality parameter, A\, as the square of the length

(i.e. A = 6?%) or as one half times the square of the length (i.e. A = %)
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One can always choose F(Z;) = § and E(Z;) =0 for 2 <i < v
so that U may be represented as the sum of a chi square variable with
one degree of freedom and non-centrality parameter 6 and an independent
central chi square with v —1 degrees of freedom. From this representation,
it is easy to derive the first two moments of U:

E{U) = v+ 6
var (U) = 2v + 44

vy, 02), with Uy, Us independent,
)

Definition: A random variable V is said to have a non central F-

Also if Uy ~ X2(1/1,51), and U ~ Xz(
we have Uy + Uy ~ X2(V1 + vy, (5% + 5%)%

distribution with v; and v, degrees of freedom and non-centrality pa-
rameter ¢ if it may be written as

u
—
V_@

1)

where U; and U, are independent random variables with U; ~ X2(V17 52)
and Uy ~ x%(v2,0). We write V ~ F(v1,1vs,0).
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2.11.1 Derivations
Let Z1, 23, ..., Z, be independent N(0, 1) then

fz(z) = (27) 2 exp {—%ZTZ}

and if Y = g+ BZ where BB = V then Y has a MVN (u, V) distribu-
tion. The expected value of Y is p and the variance covariance matrix of
Y is V. The density function of Y is given by

_p _1 1 _
Fr(y) = @n) et (V)] exp {— 3 (v = )TV (y = o)
where we assume that V is of rank p.

From the definition the m.g.f. of Z is

Mgz (t) = exp {%tTt}

and the m.g.f. of Y is

1
My (t) = exp {tTu + §tTVt}
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Again using the definition we have that

[ @n) Hdes(V))Fexp {3 (v - )TVl y — ) by =1

and hence

[ e {=3y"Vly +uTV iy dy = (2n)des(V)

N[ =

1 _
exp {§MTV lu}

We thus have the fundamental identity

N[

/exp {—%yTZ_ly + KTy} dy = (27)*[det(X)]

exp {%KTZK}
which is valid for any positive definite matrix 3 and any £.
Now consider the joint m.g.f. of
W=a+LY, Q1=Y'B,Y and Q; = Y'B,Y

where L is » X p of rank » and B; and By are symmetric non negative
definite matrices of ranks r; and 7y respectively. By definition the joint
m.g.f. is given by

/exp {tT(Ly +a) + 61y’ Bry + 92yTB2y} fr(y)dy

which is equal to
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p

(2m) 3 [det (V)] exp {_%(uTv—lu) 4 tTa}

1
x | [ exp {(tTL +p'V )y - Sy [V - 26iB, - 292B2b'} dy]

Using the fundamental identity the joint m.g.f. Mw g, 0,(t, 601, 62)is
given by
[det(V)]~#[det(V~1 — 26, B, — 26,B,)] |
X [exp {—%MTV_lp, + tTa}]
X lexp {3(t"L+ p" V)V~ — 26,By — 26,B,] (LTt + V' )}
Now note that
det(V™! —26,B; — 20,B;) = det(V™) det(I —26,B;V — 26,B,V)
[V™1—20,B, —26,B,] ' = V[I—26,B,V —26,B,V] ™!

1-26,B1V — 26,B, V] = 3 27(6,B1V + 6,B, V)’

r=0
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The last identity is called the Von-Neuman expansion and is valid if
the largest characteristic root of the matrix {B;V + 6:B5 is less than
one. Since 6; and 0y are arbitrary positive numbers this condition can be
assumed.

Using these identities we have that
("L + "V H[VT = 20,B; — 26,By] N (LTt + V)
is given by

tTL + p"VH VLTt + Viu)+
("LV + pT) [532, 27 (:B1V + 6:B2 V)] (Lt + V™)

The joint m.g.f. of W, 1 and Q)5 is thus

[det(I — 291B1V — 292B2V)]_% [exp {tT(a + LN) + %tT(LVLT)t}]
x exp {JATLV + pT) [£2, 27 (0B, V + 6By V)] (LTt + V1 p))
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2.11.2 Results of Importance in Linear Models
(1) If 6; and 6, are both 0 the m.g.f. of W is
exp {tT(a + L) + %tT(LVLT)t}

which shows that W is MVN (a + Ly, LVLT).
(2) If t = 0 then the joint m.g.f. of @1 and Qs is given by

D=

[det(I — 291B1V — 292B2V)]_
exp {3p” [£2127(0:iB1V + 6,B2 V)| V7 p}
(3) If t = 0 and 5 = 0 the m.g.f. of @y is

r=1

[det(I — 26:B, V)] ™% exp {%HT [ 27"(91B1V)7"] V_lu}

Similarly the m.g.f. of Q)7 is given by

o0

[det(I — 292B2V)}_% exp {%[LT [ QT(HQBQV)TI V_lp,}

r=1
(4) If B1VB2 = 0 then

[det(I — 291B1V)} [det(I — 292B2V)] = [det(I — 291B1V — 292B2V)}
(91B1V + 02B2V)T = (01B1V)T + (QQBQV)T

Thus if BiVBs = 0 then )7 and ()2 are independent.
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(5) If LVB = 0 then W and Q = YTBY are independent.
(6) If (BV)2 = BV then
det(I — 26BV) = (1 — 26)? where g = rank (B)

It follows that the m.g.f. of Q) is given by

Mo(6) = (1—26)Fexp {%HT [

5~ 1 Bul

which is the m.g.f. of a non-central chi-square distribution.

(7) If (BV)? = BV and Bu = 0 then the m.g.f. of Q = YIBY is

N

(1—-20)"
so that @) is chi-square with g degrees of freedom.

(8) Results (4), (5), (6) and (7) are necessary and sufficient i.e. if and
only if results.



72

CHAPTER 2. VECTOR SPACES AND MATRICES



